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Abstract 

 

Experiments probing correlations between spin-1/2 nuclei (I) and nuclear spins (S) with 

large anisotropic interactions (quadrupolar or chemical shift anisotropy) often offer valuable 

access routes to molecular structure and dynamics. In such experiments, development of 

efficient correlation schemes is not trivial and constitutes an ever-evolving theme of research. 

As these experiments are performed routinely under MAS, interference between the RF field 

and the large time-dependent quadrupolar or chemical shift anisotropic interaction leads to 

complex spin dynamics, often leading to poor and orientation-dependent transfer efficiency. 

The work presented in this thesis is a theoretical and numerical investigation of the spin-

dynamics in two recently demonstrated experiments involving long periods of RF irradiation 

on the quadrupolar nuclei channel, the 1H - 14N double cross polarization (double CP) under 

fast MAS experiment by Carnevale et al. and the 1H - 35Cl TRAPDOR-HMQC experiment of 

Hung et al. Creation and evolution of various coherences generated in these proton-detected 

experiments are explored. To analyse the rich and complex spin dynamics due to the 

interference between the large time-dependent quadrupolar interaction and the radio-frequency 

(RF) field, an exact effective Hamiltonian is constructed numerically using the matrix 

logarithm approach. Structure of the effective Hamiltonian is connected with transfer 

amplitudes to various coherences, the output signal, etc. and, when possible, features of the 

spin dynamics are derived theoretically. The analysis also provides insight on the efficiency of 

these experiments under different experimental conditions. 
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1 
Introduction 

1.1 Introduction to Solid State NMR  

Nuclear magnetic resonance (NMR)[1,2] spectroscopy is an important tool, apart from 

the X-Ray Diffraction (XRD) techniques,[3] for investigating at atomic level the chemical 

structure and dynamics of complex biomolecules and numerous organic and inorganic 

compounds. However, the information content strongly depends on how well resonances 

corresponding to distinct chemical sites can be resolved in NMR spectra of the systems under 

investigation. 

When the sample under study is in solution, structural studies of complex molecules 

using NMR is possible due to spectral simplification resulting from the time averaging of 

anisotropic interactions due to rapid tumbling in liquids. However, for polycrystalline solid 

samples, since molecular motions are restricted, anisotropic NMR interactions are not averaged 

out and result in broad spectral lines and low sensitivity. This hinders the determination of 

structural features of the system under study. The inherent low resolution and sensitivity for 

solids has been addressed by new experimental techniques involving multi-pulse irradiation or 

(and) by mechanically spinning the sample (Magic Angle Spinning - MAS).[4–7] In this way, 

by manipulating the spin or (and) spatial parts of the Hamiltonian, complete or partial averaging 

of anisotropic interactions can be achieved. With advanced NMR hardware technologies 

currently available, solution-like spectra can be recorded under fast MAS.[8] With the advent 

of current ultra-fast MAS rates (>100 kHz)[9]; solid state NMR has opened new avenues for the 

determination of molecular structure and dynamics of solid samples.  

Solid-state NMR of nuclei with spin quantum number greater than 1/2, which are the 

most numerous among the NMR-active nuclei in the periodic table, is particularly challenging 

in many cases due to low gyromagnetic ratio and the quadrupolar interaction which can reach 

magnitudes in the MHz range. The quadrupolar interaction originates from the interaction of 

nuclear quadrupole moments (𝑒𝑄), with the electric field gradient generated by the 

surrounding electrons. The large anisotropic quadrupolar interaction results in spectral 

broadening and overlap, thereby leading to poor spectral resolution and sensitivity. Since MAS 

alone is unable to average out completely the anisotropic quadrupolar interactions, various 

schemes have been proposed to regain isotropic resolution in quadrupolar systems. Among the 
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methods which have contributed to the conceptual development of the field, double rotation 

(DOR),[10] dynamic angle spinning (DAS),[11] multiple quantum MAS (MQMAS),[12] and 

satellite-transition MAS (ST-MAS),[13] are noteworthy. Incorporating techniques such as cross-

polarization (CP),[14,15] rotationally induced adiabatic coherence transfer (RIACT),[16] etc., a 

variety of new experiments were further developed, leading to sensitivity and resolution gains. 

The work presented in this thesis is a theoretical and numerical investigation of the spin 

dynamics in two recently demonstrated experiments involving long periods of RF irradiation 

on the quadrupolar nuclei channel, the 1H-14N double cross-polarization (double CP) 

experiment by Carnevale et al.[17–19] and the 1H-35Cl TRAnsfer of Populations in DOuble 

Resonance - Heteronuclear Multiple Quantum Correlation (TRAPDOR-HMQC or T-

HMQC)[20,21] experiment of Hung et al. Creation and evolution of various coherences generated 

in these proton-detected experiments are explored. To analyse the rich and complex spin 

dynamics due to the interference between the large time-dependent quadrupolar interaction and 

the radio-frequency (RF) field, an exact effective Hamiltonian is constructed numerically using 

the matrix logarithm approach.[22] Structure of the effective Hamiltonian is connected with the 

transfer amplitudes to various coherences, the output signal, etc. and, when possible, features 

of the spin dynamics are derived theoretically. The analysis also provides insight on the 

efficiency of these experiments under different experimental conditions.  

The thesis is organized as follows. A brief introduction to NMR phenomena in the semi-

classical and quantum-mechanical frameworks, the origin of various anisotropic interactions 

together with their corresponding Hamiltonian operators, and the widely used sensitivity 

enhancement techniques MAS and CP under MAS (CPMAS)[23,24] is provided in the initial 

sections. Within the context of the current study, various analytical and numerical approaches 

that are used frequently in solid state NMR for understanding spin dynamics, are discussed. 

Basics of the quadrupolar interactions and the respective corresponding Hamiltonians are 

finally provided, thereby setting stage to the 2nd and 3rd chapters which include the research 

results. The thesis ends with a summary of the work presented, and possible future applications. 
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1.1.1 Basics of Nuclear Magnetic Resonance (NMR) 

 
(i) The semi-classical framework 

 

NMR phenomena are based on the existence of the nuclear spin and the resulting 

magnetic moment.[25,26] Nuclear spin or intrinsic nuclear angular momentum is characterized 

by the spin operator, ℏ𝑰. The components 𝐼𝑋 , 𝐼𝑌, 𝐼𝑍 of the dimensionless spin operator 𝑰 obey 

the general commutation rules of angular momentum, and have eigenvalues 𝑚𝐼 = −𝐼,−𝐼 +

1 2⁄ ,… , 𝐼 where the number I is integer or half-integer and depends on the atomic number and 

atomic mass number of the nucleus.   If nuclear spin is non-zero, the nucleus also possesses a 

magnetic moment 𝝁[27–32] 

                                           𝝁 = 𝛾ℏ𝑰,                                                                                 [1. 1] 

where 𝛾 is the gyromagnetic ratio of the nucleus. The sensitivity of NMR experiments 

involving a certain isotope depends on the natural abundance and gyromagnetic ratio of the 

isotope. The NMR-relevant properties of some of the NMR active isotopes are listed in Table 

1.1.[32,33] 

 

Isotope 

 

Spin 

Natural abundance 

 (%) 

Gyromagnetic ratio 

(106 rad s−1 T−1 ) 

Quadrupole moment 

(fm2) 

1H 1/2 99.988 267.522 0 

2H 1 0.0115 41.066 0.286 

13C 1/2 1.07 67.238 0 

14N 1 99.632 19.338 2.044 

15N 1/2 0.368 -27.126 0 

35Cl 3/2 75.78 26.242 -8.165 

37Cl 3/2 24.22 21.84368 -6.435 

 

Table 1.1 NMR properties of some of the important spin ½ and quadrupolar nuclei are listed. 
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A few examples are given as follows. As nuclei with an even number of protons and 

neutrons have a nuclear spin value of zero, highly-abundant and biologically-important nuclei 

such as 12C and 16O are unfortunately NMR inactive. On the other hand, protons (1H) are highly 

abundant and have the largest gyromagnetic ratio, resulting in good NMR sensitivity.  

Biologically-important nuclei 13C, and 15N are much less abundant (known as dilute) and their 

gyromagnetic ratio is low, resulting in poor NMR sensitivity. When possible, isotopic 

enrichment is used in order to boost the sensitivity. More than 70% of NMR active nuclei in 

the periodic table have spin larger than ½ and   possess a non-zero electric quadrupole moment. 

The electric quadrupolar moment interacts with the electric field gradients produced by the 

surrounding electrons. Such nuclei are therefore termed as quadrupolar. Due to small 

gyromagnetic ratios and often very large quadrupolar interactions (14N, 17O, etc.) NMR of 

quadrupolar nuclei suffers from low sensitivity and resolution. 

The classical energy (E) of a magnetic moment 𝝁 placed in an external magnetic field 

B is, 

                                                                      𝐸 = −𝝁 ⋅ 𝑩.                                                                   [1.2] 

If the static magnetic field is applied along the Z direction (𝑩 = 𝐵0�̂�) , and considering the 

quantization of the spin angular momentum along the direction of the external magnetic field, 

the energy of the magnetic moment is quantized according to 𝐸𝑚 = −𝜇𝑧𝐵0 = −𝛾𝑚𝐼ℏ𝐵0 where 

𝑚𝐼 is the eigenvalue of z component of the spin operator, 𝐼𝑍. Spin quantum number 𝑚𝐼 can 

take values from −𝐼 to I. For I = 1/2, the corresponding spin-up and spin-down eigenstates of 

𝐼𝑍 are labelled as (|𝛼⟩ = | + 1/2) and (|𝛽⟩ = |−1/2⟩). The energy difference between 

adjacent levels is 𝛥𝐸 = −𝛾ℏ𝐵0, and the associated frequency 𝜔0 = Δ𝐸/ℏ is known as the 

Larmor frequency.[31] The sign of the gyromagnetic ratio can be positive or negative as shown 

in Table 1.1. 

The nuclear spins present are not isolated and interact among themselves and with the 

lattice. Therefore, the description of magnetic resonance phenomena is usually based on 

statistical considerations. At thermal equilibrium, the spin energy levels become populated as 

per Boltzmann distribution such that the population for the 𝑚th level is 𝑁𝑚 ∝ 𝑒
−
𝐸𝑚
𝑘𝐵𝑇, where 𝑘𝐵 

is the Boltzmann constant and 𝑇 is the absolute temperature. The population difference between 

the energy levels is directly related to the intensity of the NMR transitions between them. Under 

thermal equilibrium, the lower energy levels have a slight excess of population, and this results 
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in a bulk magnetization along the direction of the external magnetic field whereas the 

transverse components of magnetization average to zero as they are randomly oriented. For all 

external magnetic fields encountered in NMR the thermal energy 𝑘𝐵𝑇 is much higher than the 

energy difference between the Zeeman levels. As consequence, a simple expression can be 

derived for the equilibrium magnetization for spin−1/2 nuclei[29] 

                                                                 𝑀0 =
𝑁𝛾2ℏ2𝐵0
4𝑘𝐵𝑇

.                                                                 [1.3] 

As the total number of spins in the sample, 𝑁, is directly related to the natural abundance of 

the isotope, the bulk magnetization and hence the sensitivity of NMR signal will depend upon 

the natural abundance of the isotope, gyromagnetic ratio, the magnitude of the external 

magnetic field, and the temperature.  

Under the action of an external magnetic field, the ensemble of spins constitutes 

towards an average nuclear magnetic moment along the direction of the applied field. If a radio 

frequency field with frequency close to Larmor frequency is switched on, it can bring the 

magnetization in the 𝑋𝑌-plane. After RF field is switched off, the magnetization will precess 

around the static magnetic field and thereby induce an oscillating current in the coil,[28–30] 

according to Faraday’s induction law. The spin dynamics sketched above can be described 

more quantitatively with the phenomenological Bloch equations.[29] In the presence of a 

magnetic field, the bulk magnetic moment 𝑴 experiences a torque 𝝉 which is the time rate of 

change of the bulk spin angular momentum 𝑱,  

                                                                             𝝉 =
𝑑𝑱

𝑑𝑡
= 𝑴× 𝑩                                                    [1.4] 

where, 𝑴 =∑ 𝝁𝒋
𝒋

 and 𝑱 =∑ 𝑰𝒋
𝒋

. Equivalently 

                                                                      
ⅆ𝑴

ⅆ𝑡
= 𝛾𝑴× 𝑩 = 𝑴×𝛀                                              [1.5]  

as  𝑴 = 𝛾𝑱 in analogy to 𝝁 = 𝛾𝑰. Here  𝛀 =  𝛾𝑩. At equilibrium 𝑴 is parallel to the static 

magnetic field and 𝑑𝑴 𝑑𝑡⁄ . However, if an RF field (or RF pulse) with frequency close to 

Larmor frequency 𝛾𝐵0 is applied Eq. [1.5] predicts a precession and tilt of 𝑴 towards X-Y 

plane. With an appropriate duration of the RF field the magnetization can be brought 

completely in the X-Y plane.    

Assuming that at the end of the RF pulse equilibrium magnetization is tilted along X 

direction, it will start to precess around the large static magnetic field. At the same time the 
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system will start relaxing towards thermal equilibrium in which magnetization is again aligned 

along the static magnetic field. This can happen through two kinds of relaxation processes, the 

longitudinal and transverse relaxations.[29–31] (i) The spin-lattice/longitudinal/𝑇1 relaxation is 

due to the interaction of the spins with the lattice (all other degrees of freedom in the sample). 

Longitudinal relaxation tends to bring bulk magnetization to its equilibrium value and 

orientation. The speed of this relaxation process is characterised by the relaxation time 𝑇1. (ii) 

The spin-spin/transverse/𝑇2  relaxation arises because of dephasing/loss of coherence of the 

bulk magnetization in the transverse plane as a result of interaction between the spins or due to 

the inhomogeneity of the static magnetic field. It is characterized by a time constant 𝑇2 which 

characterizes rate of decay of the transverse components of bulk magnetization. Incorporating 

the relaxation phenomena into Eq. [1.5] the Bloch equations are 

         
ⅆ𝑀𝑋

ⅆ𝑡
= 𝛾(𝑴 × 𝑩)𝑋 −

𝑀𝑋

𝑇2
,
ⅆ𝑀𝑌

ⅆ𝑡
= 𝛾(𝑴 × 𝑩)𝑌 −

𝑀𝑌

𝑇2
, 
ⅆ𝑀𝑍

ⅆ𝑡
= 𝛾(𝑴 × 𝑩)𝑍 +

𝑀0−𝑀𝑍

𝑇1
      [1.6] 

Solving Eq. [1.6] with the initial condition 𝑴(0) = 𝑀0�̂�, evolution of the magnetization is 

given by 

            𝑀𝑋(𝑡) = 𝑀0 𝑐𝑜𝑠(𝜔0𝑡) (𝑒
−
𝑡

𝑇2) ,𝑀𝑌(𝑡) = 𝑀0 𝑠𝑖𝑛(𝜔0𝑡) (𝑒
−
𝑡

𝑇2) ,𝑀𝑍(𝑡) = 𝑀0(1 − 𝑒
−
𝑡

𝑇1).    [1.7]  

The precession of the transverse components induces a current in the detection coil. 

This current also called free induction decay (FID)[29–31] is amplified and recorded in the form 

of the NMR signal in the time domain. The NMR signal has the form 𝑆(𝑡) ∝ 𝑀𝑋(𝑡) +

𝑖𝑀𝑌(𝑡) = 𝑀0𝑒
𝑖Ω𝑡  𝑒−𝑅2𝑡. The spectrometer can detect from both transverse components, 𝑀𝑋(𝑡) 

and 𝑀𝑌(𝑡), through quadrature detection.[29–31] Fourier transform of the FID results in the NMR 

spectrum in the frequency domain[34] represented as, 

              𝑆(𝜔) = ∫ 𝑆(𝑡)
∞

0

𝑒𝑖𝜔𝑡𝑑𝑡 =
𝑆0𝑅2

𝑅2
2 + (𝜔 − 𝜔0)2

+ 𝑖
−𝑆0(𝜔 − 𝜔0)

𝑅2
2 − (𝜔 − 𝜔0)2

                             [1.8] 

                       

where 𝑅2 = 1 𝑇2⁄ . The real part of Eq. [1.8] results in an absorption-mode Lorentzian spectral 

lineshape, centered at 𝜔0 for which the maximum height of the Lorentzian is 1/𝑅2, and full 

width at half maximum (FWHM) is at 𝑅2/𝜋, while the imaginary part is a dispersion-mode 

Lorentzian spectral lineshape.  

Though semi-classical picture can provide a basic understanding of the NMR 

phenomenon by visualizing the spin dynamics of isolated spins in terms of the magnetization 

vectors obeying Bloch’s equation, it is not sufficient to describe complex NMR phenomena 

due to interaction between spins. A more accurate and detailed picture of spin dynamics taking 

into consideration all NMR interactions is provided by quantum mechanical treatment. 
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(ii) The quantum-mechanical description 

 

  In the quantum-mechanical description, the state of a quantum system is described by 

a state vector, |𝜓(𝑡)〉. The state vector is expressed in terms of a density operator by considering 

the spin system as a statistical ensemble. The quantum state described by |𝜓(𝑡)〉 can be 

represented in terms of the Zeeman basis, |𝑛〉 as[29,35] 

                                               |𝜓(𝑡)〉 = ∑ 𝑐𝑛𝑛  |𝑛〉                                                                 [1.9] 

such that the expectation value of a quantum mechanical operator, �̂� is given by: 

                               〈�̂�〉 = ⟨𝜓(𝑡)|�̂�|𝜓(𝑡)⟩ = ∑ 𝑐𝑛𝑐𝑚
∗

𝑚,𝑛  ⟨𝑚|�̂�|𝑛⟩.                                             [1.10] 

The density operator/matrix, 𝜌, is described in the Zeeman basis in terms of the ensemble-

averaged 𝑐𝑛𝑐𝑚
∗  coefficients and the corresponding matrix elements are given by 

                                                                    𝜌𝑛𝑚 = 𝑐𝑛𝑐𝑚∗̅̅ ̅̅ ̅̅ ̅                                                                   [1.11] 

For any density operator and any basis of the Hilbert space we have, 

                                          〈�̂�〉 = ∑ 𝜌𝑛𝑚𝑚,𝑛 𝑂𝑚𝑛 = ∑ (𝜌𝑂)𝑛𝑛𝑛 = Tr(𝜌�̂�)                                [1.12]             

In general, for a system in thermal equilibrium with the environment at temperature T, the 

equilibrium density operator is,  �̂�𝑒𝑞 =
1

𝑍
𝑒
−ℋ̂

𝑘𝐵𝑇, where 𝑍 = Tr{exp (−ℋ̂/𝑘𝐵𝑇)}. In NMR, by 

far, the dominant contribution to ℋ̂ is given by the interaction with the static magnetic field, 

ℋ̂ ≅ −ℏ𝜔0𝐼𝑍. For temperatures and magnetic fields occurring in NMR experiments, ℏ𝜔0 ≪

𝑘𝐵𝑇, and the equilibrium density operator can be approximated by �̂�𝑒𝑞 =
1

𝑁𝑍
(1𝑁𝑍 +

ℏ𝜔0

𝑘𝐵𝑇
𝐼𝑍), 

where 𝑁𝑍 is the dimension of the Hilbert space and 1𝑁𝑍 is the unit operator. For a single spin-

1/2 nucleus 𝑁𝑍 = 2 corresponding to the spin-up and spin-down basis. For a system of n spin-

1/2 nuclei of the same kind 𝐼𝑍 = ∑ 𝐼𝑍,𝑘
𝑛
𝑘=1  and 𝑁𝑍 = 2

𝑛, etc. 

The temporal evolution of the density operator, 𝜌(𝑡) is expressed in terms of the 

Liouville-Von Neumann- equation[29,35] 

                                                              𝑖ℏ
𝑑𝜌

𝑑𝑡
= [ℋ, 𝜌].                                                                    [1.13] 

A very important operator for the dynamic quantum-mechanical description is the propagator 

𝑈(𝑡, 0) which connects any initial state of the system with the state at a later time, |𝜓(𝑡)〉 =

𝑈(𝑡, 0)|𝜓(0)〉. The propagator 𝑈(𝑡, 0) corresponding to Hamiltonian ℋ satisfies 𝑖ℏ
ⅆ𝑈

ⅆ𝑡
= ℋ𝑈. 

Similar to the pure case, the density operator, 𝜌(𝑡) can be evaluated from the prior knowledge 

of the propagator, 𝑈(𝑡, 0). 
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                                                     𝜌(𝑡) = 𝑈(𝑡, 0)𝜌(0)𝑈(𝑡, 0)†                                                      [1.14] 

where 𝜌(0) is the initial density operator. Since magnetization is the expectation value of the 

bulk magnetic moment of the sample and since 𝝁 = 𝛾ℏ𝑰 we have that the NMR signal must be 

proportional to 𝑆(𝑡) = 𝑆𝑋(𝑡) + 𝑖𝑆𝑌(𝑡) where 𝑆𝑋(𝑡) = 𝑇𝑟(𝐼𝑋𝜌(𝑡)) and 𝑆𝑌(𝑡) = 𝑇𝑟(𝐼𝑌𝜌(𝑡)). 

In most NMR experiments the nuclear spin system starts from thermal equilibrium, 𝜌(0) =

�̂�𝑒𝑞.  However, the unit operator in �̂�𝑒𝑞 has no contribution to the NMR signal and is omitted 

from now onwards. For homonuclear systems the proportionality coefficient ℏ𝜔0/(𝑘𝐵𝑇𝑁𝑍) is 

often omitted in density operator calculations, such that we will write 𝜌(0) = 𝐼𝑍 instead of   

𝜌(0) =
1

𝑁𝑍
(1𝑁𝑍 +

ℏ𝜔0

𝑘𝐵𝑇
𝐼𝑍). For a heteronuclear system, composed from spins I of gyromagnetic 

ratio 𝛾𝐼 and spins S of gyromagnetic ratio 𝛾𝑆,  �̂�𝑒𝑞 =
1

𝑁𝑍
(1𝑁𝑍 +

ℏ𝜔0𝐼

𝑘𝐵𝑇
𝐼𝑍 +

ℏ𝜔0𝑆

𝑘𝐵𝑇
𝑆𝑍) therefore we 

can write 𝜌(0) = 𝛾𝐼𝐼𝑍 + 𝛾𝑆𝑆𝑍 since 𝜔0𝐼 = 𝛾𝐼𝐵0 and 𝜔0𝑆 = 𝛾𝑆𝐵0. Experiments in which spins 

S, for example, are not brought out of equilibrium during experiment or do not contribute to 

the NMR signal, it is safe to start with 𝜌(0) = 𝛾𝐼𝐼𝑍 or 𝜌(0) = 𝐼𝑍. 

  If the Hamiltonian ℋ is constant in time, then the corresponding propagator during a 

given time interval, 𝑇, can be calculated as 

                                                       𝑈(𝑇, 0) = 𝑒𝑥𝑝(−𝑖ℋ 𝑇/ℏ).                                                      [1.15]  

If the Hamiltonian is time-dependent and inhomogeneous[7] (where the Hamiltonian is 

commuting at different time instants inside the time interval 𝑇), the propagator can be obtained 

as 

                                                  𝑈(𝑡, 0) = 𝑒𝑥𝑝(−𝑖∫ℋ(𝑡′)

𝑡

0

𝑑𝑡′/ℏ)                                       [1.16] 

For many NMR experiments the spin Hamiltonian does not commute with itself at different 

instants of time, [ℋ(𝑡′),ℋ(𝑡)] ≠ 0. In such cases, the propagator can be symbolically 

expressed as 

                                             𝑈(𝑡2, 𝑡1) = �̂�𝑒𝑥𝑝(−𝑖 ∫ ℋ(𝑡
′)

𝑡2

𝑡1

𝑑𝑡′/ℏ)                                      [1.17] 

where �̂� is the time ordering operator[36] such that the Hamiltonians appear in chronological 

order. In most cases this makes the study of spin dynamics complex as an explicit exact 

expression for the propagator cannot be obtained and approximate methods are required. Spin 

dynamics arising corresponding to Eq. [1.17] are discussed in detail in section 1.2. The 

following section discusses the various interactions and the corresponding Hamiltonians in 
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NMR. In NMR the Hamiltonian is usually expressed in angular frequency units and the reduced 

Planck constant ℏ does not appear in Eq. [1.13-1.17] or in any other expressions derived from 

them.  

1.1.2 The interaction Hamiltonians 

 

Nuclear spin interactions are categorized as external and internal. The external 

interactions are between individual nuclear spins and the applied magnetic fields. Internal 

interactions are either interactions of nuclear spins among themselves or interactions with 

other, non-nuclear, degrees of freedom. The mathematical representation of various 

interactions is presented below. 

External interactions 

 The external interactions couple nuclear spins with the large static magnetic field and 

the radiofrequency magnetic field. The interaction with the static magnetic field is called 

Zeeman interaction. Both interactions stem from quantization of the classical expression for 

the energy of a dipole moment in a magnetic field, 𝐸 = −𝝁 ∙ 𝑩 → �̂� = −�̂� ∙ 𝑩.    

 

(i) Zeeman interaction 

This is the interaction of the nuclear spins with the externally applied static magnetic field, 

𝐵 = 𝐵0�̂�. The interaction results in the lifting of the degeneracy of the spin states by splitting 

them into 2𝐼 + 1 number of levels, thereby inducing a population difference among them. The 

Zeeman Hamiltonian in angular frequency units is[27] 

                                                           𝓗𝑧 = −�̂� ∙ 𝑩/ℏ = −𝛾𝐼𝑍𝐵0 = 𝜔0𝐼𝑍                                 [ 1.18] 

where 𝜔0 = −𝛾𝐵0. It is by far the strongest of all interactions, of the order of hundreds of 𝑀𝐻𝑧 

up to about 1 𝐺𝐻𝑧.[37] Therefore, internal interactions can be considered as perturbations to the 

Zeeman Hamiltonian and perturbation theory up to second order is enough to predict all eigen-

energy and eigenstate corrections.  To first order within perturbation theory, only those terms 

in the internal interactions Hamiltonian which commute with Zeeman interaction are retained. 

This approximation is known as the secular or high-field approximation.[27] 
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(ii) Interaction with radiofrequency fields                                                                               

Similar to Zeeman interaction, we consider the interaction with the RF magnetic field. 

The linearly-polarized magnetic field produced by the coil, 𝑩1(𝑡) = 𝐵1(𝑐𝑜𝑠(𝜔𝑅𝐹𝑡 +

𝜙)�̂�), can be decomposed into two circularly polarized RF fields as, 

𝑩1(𝑡) = 𝐵1
(𝑐𝑜𝑠(𝜔𝑅𝐹𝑡 + 𝜙)𝑥 + 𝑠𝑖𝑛(𝜔𝑅𝐹𝑡 + 𝜙)�̂�)

2
+ 𝐵1

(𝑐𝑜𝑠(𝜔𝑅𝐹𝑡 + 𝜙)�̂� − 𝑠𝑖𝑛(𝜔𝑅𝐹𝑡 + 𝜙)�̂�)

2
. 

It can be shown[32] that only the right circularly-polarized component affects the spin dynamics. 

The corresponding Hamiltonian is given by, 

                          𝓗𝑟𝑓 = −�̂� ∙ 𝑩𝟏(𝒕) ℏ⁄ = 𝝎𝟏(𝐼𝑋𝑐𝑜𝑠(𝜔𝑅𝐹𝑡 + 𝜙) + 𝐼𝑌𝑠𝑖𝑛(𝜔𝑅𝐹𝑡 + 𝜙))     [1.19] 

where the nutation frequency is 𝜔1 = −𝛾𝐵1/2 whereas 𝜔𝑅𝐹 and 𝜙 are the frequency and phase 

of the RF pulse, respectively. The analysis of RF irradiation effects can be considerably 

simplified by transferring the Hamiltonian into a frame rotating around 𝑩0 with frequency 𝜔𝑅𝐹. 

In this rotating frame [Appendix A1.1], the Hamiltonian representing the external interactions 

is time independent,[27] 

                                            ℋ̃𝑅𝐹 = Ω𝐼𝑍 + 𝜔1(𝐼𝑋𝑐𝑜𝑠(𝜙) + 𝐼𝑌𝑠𝑖𝑛(𝜙)),                                    [1.20] 

where Ω = 𝜔0 − 𝜔𝑅𝐹 is known as the offset frequency. For an on-resonance pulse, 𝜔𝑅𝐹 = 𝜔0 

yielding offset frequency, Ω = 0. Choosing 𝜙 = 0, we get ℋ̃𝑅𝐹 = 𝜔1𝐼𝑋 known as the x-pulse, 

which is capable of rotating the bulk magnetization created along the 𝑍-axis about the 𝑋-axis 

towards the 𝑌𝑍-plane. Starting with the thermal equilibrium density operator 𝜌(0) = 𝐴𝐼𝑍 it can 

be shown [Appendix A1.1] that at time t during on-resonance irradiation the state of the system 

is described by: 𝜌(𝑡) = 𝐴(𝐼𝑍 cos(𝜔1𝑡) − 𝐼𝑌 sin(𝜔1𝑡)). 

By choosing the duration of irradiation 𝜏90 such that 𝜔1𝜏90 = 𝜋 2⁄  we have  

𝜌(𝜏90) = −𝐴𝐼𝑌, which shows that initial longitudinal magnetization 𝑀𝑍
0�̂� ∝ 〈𝐼𝑍〉�̂� nutates 

towards the X-Y plane and is converted fully into transverse magnetization −𝑀𝑌
0�̂� ∝ 〈𝐼𝑌〉�̂� at 

the end of the RF pulse of duration 𝜏90. 

Internal Spin Interactions 

The internal spin interactions have their origin in the coupling of the nuclear spin to the 

chemical, magnetic or electrical environment of the nucleus. The strength of various internal 

spin interactions depends on the type of nuclei involved and on molecular structure and 

dynamics. Because of their anisotropic nature, the Hamiltonians of various internal interactions 

are best represented using the spherical tensor formalism[26–28] which is discussed in Appendix 
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A1.2. The internal interactions are commonly dealt with in the principal axis frame (PAF) in 

which the tensor has only diagonal components. As measurements are done in the laboratory 

frame (LAB), proper frame transformations from PAF to the laboratory frame are needed. 

These transformations are achieved with the aid of Wigner rotation matrices. A description of 

Wigner rotation matrices and their properties is given in Appendix A1.2. The internal 

interactions which are relevant to the study are described below. 

 (i) Chemical shift 

When a static external magnetic field, 𝐵0 is applied to the sample, the electron orbitals  

surrounding the nucleus will be perturbed and as a consequence generate an induced local 

magnetic field, 𝐵𝑖𝑛ⅆ. As a result, the magnetic field felt by the nucleus and the corresponding 

Larmor frequency experience a shift, termed chemical shift, which depends on the electronic 

environment of the nucleus and on the orientation of the molecular frame with respect to 

laboratory frame. This dependence on orientation results in the anisotropy of the total effective 

magnetic field felt by the nuclear spin, 𝐵𝑒𝑓𝑓 = 𝐵0+𝐵𝑖𝑛ⅆ. Chemical shift[26–28,32] is a measure of 

the degree of magnetic shielding or deshielding of nuclear spin when the molecule is placed in 

an external magnetic field. In the tensorial form (Appendix A1.2), the interaction between the 

nuclear spins and the induced local magnetic field can be expressed as[27] 

                              ℋ𝐶𝑆 = 𝛾�⃗� ⋅ �⃗⃡� ⋅ �⃗⃗⃗� = −𝜔0�⃗� ⋅ �⃗⃡� ⋅ �̂� = − 𝜔0𝜎𝑧𝑧𝐼𝑧                                [1.21] 

where �⃗⃡� is the chemical shift tensor. The last equality is due to the secular approximation, 

which is excellent in all cases. In the PAF, �⃗⃡� is represented as shown in Eq. [1.22] and the 

diagonal elements are termed as principal values 

                                                �⃗⃡� = [
𝜎𝑋𝑋 0 0
0 𝜎𝑌𝑌 0
0 0 𝜎𝑍𝑍

].                                                                   [1.22]  

From Eq. [1.22], the isotropic value, 𝜎𝑖𝑠𝑜, the asymmetry, 𝜂𝑐𝑠 defining the shape of the 

spectrum, and the anisotropy, 𝛥𝑐𝑠 defining the width of the spectrum, are defined as 

                 𝜎𝑖𝑠𝑜 =
1

3
(𝜎𝑋𝑋 + 𝜎𝑌𝑌 + 𝜎𝑍𝑍), 𝛥𝑐𝑠 = 𝜎𝑍𝑍 − 𝜎𝑖𝑠𝑜, 𝜂𝑐𝑠 =

𝜎𝑋𝑋−𝜎𝑌𝑌

𝛥𝑐𝑠
, 0 ≤ 𝜂𝑐𝑠 ≤ 1.    [1.23] 

Second rank interaction tensors can be represented in terms of an ellipsoid as shown in Figure 

1.1 in which its principal axes coincide with the PAF axes. Asymmetry measures the deviation 

of the ellipsoid from the circular cross section whereas anisotropy measures the magnitude of 

the tensor in different orientations of the ellipsoid. 
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Figure 1.1 The orientation of the chemical shift tensor in the principal axis frame is represented in 

terms of the polar angles (θ,ϕ) with respect to the laboratory frame. 

The transformation of �⃗⃡� from the principal axis frame to the laboratory frame (Figure 1.1) is 

defined by Euler angles, 𝛺𝑃𝐿(𝛼 = 𝜙, 𝛽 = 𝜃, 𝛾 = 0)  allows to express 𝜎𝑧𝑧
𝐿𝐴𝐵 in terms of the 

principal values of  �⃗⃡� as  

𝜎𝑧𝑧
𝐿𝐴𝐵(𝜃, 𝜙) = 𝜎𝑋𝑋 𝑠𝑖𝑛

2 𝜃 𝑐𝑜𝑠2 𝜙 + 𝜎𝑌𝑌 𝑠𝑖𝑛
2 𝜃 𝑠𝑖𝑛2 𝜙 + 𝜎𝑍𝑍 𝑐𝑜𝑠

2 𝜃 

                = 𝜎𝑖𝑠𝑜 + 𝜎𝑎𝑛𝑖𝑠𝑜(𝜃, 𝜙)                                                                         [1.24]       

where 𝜎𝑎𝑛𝑖𝑠𝑜(𝜃, 𝜙) = 𝛥𝑐𝑠 (
3 𝑐𝑜𝑠2 𝜃−1

2
+
𝜂𝑐𝑠

2
𝑠𝑖𝑛2 𝜃 𝑐𝑜𝑠 2𝜙) is the anisotropic part. Thus, the 

Hamiltonian in the laboratory frame is: 

ℋ𝐶𝑆
𝐿𝐴𝐵 = −𝜔0𝜎𝑧𝑧

𝐿𝐴𝐵𝐼𝑧 = −𝜔0(𝜎𝑖𝑠𝑜 + 𝜎𝑎𝑛𝑖𝑠𝑜(𝜃, 𝜙))𝐼𝑧 

or alternatively: 

      ℋ𝐶𝑆
𝐿𝐴𝐵 = 𝜔𝐶𝑆(𝜃, 𝜙)𝐼𝑧 = (𝜔𝑖𝑠𝑜 + 𝜔𝑎𝑛𝑖𝑠𝑜(𝜃, 𝜙))𝐼𝑧                          [1.25] 

where 𝜔𝑖𝑠𝑜 = −𝜔0𝜎𝑖𝑠𝑜 is the isotropic chemical shift frequency and 𝜔𝑎𝑛𝑖𝑠𝑜(𝜃, 𝜙) denotes 

frequency corresponding to the chemical shift anisotropy (CSA). Immediately after the 

application of a 90𝑜 pulse 𝜌(0) = 𝐼𝑋 and the time evolution of the density matrix under the 

chemical shift Hamiltonian corresponding to Eq. [1.25] can be calculated as: 

             𝜌(𝑡) = 𝑈(𝑡, 0)𝜌(0)𝑈(𝑡, 0)† = 𝐼𝑋 cos(𝜔𝐶𝑆(𝜃, 𝜙)𝑡) + 𝐼𝑌 sin(𝜔𝐶𝑆(𝜃, 𝜙)𝑡)            [1.26] 

with 𝑈(𝑡, 0) = 𝑒−𝑖𝐻𝐶𝑆
𝐿𝐴𝐵𝑡. Accordingly, the NMR signal is given by: 

                                              𝑆(𝑡, 𝜃, 𝜙) = 𝑆𝑋(𝑡) + 𝑖𝑆𝑌(𝑡) =
1

2
exp(𝑖𝜔𝐶𝑆(𝜃, 𝜙)𝑡)                    [1.27] 

where the quadrature signals are estimated with 𝑆𝑋(𝑡) = Tr(𝐼𝑋𝜌(𝑡)) and 𝑆𝑌(𝑡) = Tr(𝐼𝑌𝜌(𝑡)).  

For a powder sample, the contribution to the intensity from different crystallite 

orientations results in a powder pattern (Figure 1.2) and the signal from a powder is obtained 

by averaging over all crystallite orientations  
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                                     𝑆𝑝𝑜𝑤ⅆ𝑒𝑟(𝑡) =
1

4𝜋
∫ ∫  𝑆(𝑡, 𝜃, 𝜙)

𝜋

0

2𝜋

0

𝑠𝑖𝑛𝜃𝑑𝜃𝑑𝜙.                                   [1.28] 

In NMR experiments, the chemical shift is measured in parts per million (ppm) with 

respect to a reference compound and can be represented as: 𝛿=𝛿iso + 𝛿aniso  

where                          𝛿aniso =
1

2
𝛥𝑐𝑠{3𝑐𝑜𝑠

2𝜃 − 1 + 𝜂𝑐𝑠𝑠𝑖𝑛
2𝜃𝑐𝑜𝑠2𝜙}                                    [1.29] 

                  𝛿iso =
𝜎iso ( ref )−𝜎iso 

1−𝜎iso ( ref )
 = 
𝜈−𝜈𝑟𝑒𝑓

𝜈𝑟𝑒𝑓
≈ 𝜎iso ( ref ) − 𝜎iso =

1

3
(𝛿11

 + 𝛿22
 + 𝛿33

 )            [1.30] 

Here 𝜎iso ( 𝑟𝑒𝑓 ) represents the isotropic chemical shift of the reference, 𝜈 and 𝜈𝑟𝑒𝑓 are the 

spectral frequencies of the signal from the sample and the reference, respectively.  

  

Figure 1.2 1H Simulated powder spectra using SIMPSON software as a function of different chemical 

shift parameters, at 𝜈0 = 400 𝑀𝐻𝑧. 𝛿iso  and 𝛿aniso  are expressed in ppm. Intensity is normalized with 

respect to the maximum. The crystal file used was ZCW986.  

Usually, anisotropy associated with protons (~ up to 12 ppm) is smaller when compared with 

13C (up to 250 ppm). Simulated spectra using SIMPSON[38] are shown in Figure 1.2 for 

different values of 𝛿aniso (ppm) and 𝜂𝑐𝑠 and a given 𝛿iso (ppm). As seen from Eq. [1.27,1.28], 

the anisotropic NMR frequency depends on the orientation of the second-rank tensor with 

respect to the static magnetic field. In a powder sample, the orientation of each spatial tensor 

of the spins in a rigid molecular fragment may be associated with orientation of crystal with 

respect to the magnetic field. The spatial tensor changes when the orientation of the crystal 

changes. In powder samples, there are large number of randomly oriented crystallites (~107). 

A powder averaged NMR signal is thus the sum of the signals deriving from each orientation, 

weighted by the probability of finding that particular orientation. If the orientation Ω with 
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respect to the static magnetic field (or the laboratory frame) is described through Euler angles 

by Ω = {𝛼, 𝛽, 0},  the probability ℘(𝛼, 𝛽) is calculated to be the ratio between the solid angle 

and the surface of the unit sphere, as can be seen from Eq. [1.28]. To implement this concept 

using numerical simulation software like SIMPSON, different powder averaging schemes have 

been developed in the form of crystal files that contain various possible Euler angle sets and 

weight factors corresponding to the different crystallite orientations.[39] With respect to the 

change in the above parameters, the spectral features changes in terms of intensity, lineshape, 

and linewidth. 

(ii) Spin-spin interactions 

A. Dipolar interaction 

Dipolar interaction is a direct, through-space interaction between the magnetic 

moments of two nuclear spins. Within a classical picture, a local magnetic field is generated 

by the magnetic moment of the nucleus, and this local field affects the magnetic moment of a 

neighbouring spin, resulting in shifting of the Zeeman energy levels. The corresponding 

Hamiltonian can be obtained from the classical expression for the interaction energy of two 

magnetic moments, by replacing the magnetic moments with the magnetic moment operators, 

𝝁𝑰 = 𝛾𝐼ℏ𝑰 and 𝝁𝑺 = 𝛾𝑆ℏ𝑺 for nuclear spins 𝐼 and 𝑆.  In tensorial form (Appendix A1.2) it 

assumes the form[26–28,32] 

                                                                    ℋ𝐷 = 𝑰 ⋅ �⃗⃗⃡�𝑰𝑺 ⋅ 𝑺                                                            [1.31] 

The PAF is any coordinate system with Z axis parallel to the internuclear position vector 𝒓𝐼𝑆. 

In the PAF, 

                                                      �⃗⃗⃡�𝑰𝑺 = [

𝜔𝐷,𝐼𝑆 0 0

0 𝜔𝐷,𝐼𝑆 0

0 0 −2𝜔𝐷,𝐼𝑆

]                                            [1.32] 

The quantity 𝜔𝐷,𝐼𝑆 = −(
𝜇0

4𝜋
)
𝛾𝐼𝛾𝑠ħ

𝑟3
, is the dipolar coupling constant, alternatively expressed in 

kHz as d = 𝜔𝐷/2𝜋, ℏ = ℎ/2𝜋, where ℎ is Planck’s constant, and 𝜇0 is the permeability of free 

space. The dipolar coupling constant gives access to the internuclear distance, 𝑟, expressed in 

Å. The strength of the dipolar interaction is directly proportional to the product of the 

gyromagnetic ratios of the coupled nuclei and is inversely proportional to the internuclear 

distance. For example, for 𝑟(1H − 13C) = 1.125 Å we have 𝑑(1H − 13C)  =  21.13 kHz for 

1H coupled to 13C in Histidine. Since the trace of �⃗⃗⃡�𝑰𝑺 is zero, the isotropic part of the dipolar 

coupling vanishes. As the anisotropic part averages to zero in liquids due to the random 

molecular motion, the dipolar coupling has no direct effect on the position of the resonances in 
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NMR spectra of liquids. However, it contributes towards relaxation.[32,35] In addition, �⃗⃗⃡�𝑰𝑺 is 

axially symmetric, with the internuclear vector parallel to one of the principal axes as shown 

in Figure 1.3.  

 

Figure 1.3 Dipolar coupled spins I and S seperated by a distance, 𝑟𝐼𝑆 in the principal axis frame is 

represented in terms of the polar angles (𝜃,ϕ) with respect to the laboratory frame. 

As mentioned above, the Hamiltonian for the dipolar interaction between two spins I 

and S is obtained by quantizing the classical expression for the interaction energy between two 

classical dipoles to give  

                                      ℋ𝐷 = −
𝜇0
4𝜋
ħ𝛾𝐼𝛾𝑆 {

𝑰 ⋅ 𝑺

𝑟3
− 3

(𝑰 ⋅ 𝒓)(𝑺 ⋅ 𝒓)

𝑟5
}                                         [1.33] 

 

In the laboratory frame, the dipolar Hamiltonian can be written as the so-called dipolar 

alphabet[28]: 

                                       ℋ𝐷 = −(
𝜇0

4𝜋
)
𝛾𝐼𝛾𝑠ħ

𝑟3
[𝐴 + 𝐵 + 𝐶 + 𝐷 + 𝐸 + 𝐹]                                     [1.34]  

where             𝐴 = 𝐼𝑧𝑆𝑧(3 cos
2 𝜃 − 1), 𝐵 = −

1

4
[𝐼+𝑆− + 𝐼−𝑆+](3 cos

2 𝜃 − 1), 

              C =
3

2
[𝐼𝑧𝑆+ + 𝐼+𝑆𝑧] sin 𝜃 cos 𝜃𝑒

−𝑖𝜙 , 𝐷 =
3

2
[𝐼𝑧𝑆− + 𝐼−𝑆𝑧] sin 𝜃 cos 𝜃𝑒

+𝑖𝜙, 

                      𝐸 =
3

4
[𝐼+𝑆+] sin

2 𝜃𝑒−2𝑖𝜙 and 𝐹 =
3

4
[𝐼−𝑆−]sin

2𝜃𝑒+2𝑖𝜙.         [1.35] 

Under the secular approximation, only terms A and B are retained and the dipolar 

interaction Hamiltonian for a homonuclear spin pair ((𝐼𝑧 → 𝐼1𝑧 , 𝑆𝑧 → 𝐼2𝑧 , 𝛾𝐼 = 𝛾𝑠 ) in the 

laboratory frame is:  

ℋ𝐷,𝐼1𝐼2
𝐿𝐴𝐵 = −

𝜇0
4𝜋

ħ𝛾𝐼2

𝑟𝐼1𝐼2
3 (

3𝑐𝑜𝑠2𝜃 − 1

2
) (3𝐼1𝑧𝐼2𝑧 − 𝐼1 ∙ 𝐼2) 

            =  𝜔𝐷,𝐼1𝐼2(𝜃)(3𝐼1𝑧𝐼2𝑧 − 𝐼1 ∙ 𝐼2)                            [1.36] 
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where 𝜔𝐷,𝐼1𝐼2 = −
𝜇0

4𝜋

ħ𝛾𝐼
2

𝑟𝐼1𝐼2
3 , 𝜔𝐷,𝐼1𝐼2(𝜃) = −

𝜇0

4𝜋

ħ𝛾𝐼
2

𝑟𝐼1𝐼2
3 (

3𝑐𝑜𝑠2𝜃−1

2
) and (3𝐼1𝑧𝐼2𝑧 − 𝐼1 ∙ 𝐼2) = 2𝐴 +

2𝐵. Here, term A represents the first-order correction to the energy levels, whereas term 

𝐵 ∝ 𝐼1+𝐼2− + 𝐼1−𝐼2+ is responsible for spin diffusion in the solid-state through the flip-flop 

term, 𝐼1+𝐼2− + 𝐼1−𝐼2+. For a heteronuclear spin pair, under secular approximation only A is 

retained and the dipolar interaction Hamiltonian is   

                             ℋ𝐷,𝐼𝑆
𝐿𝐴𝐵 = −

𝜇0

4𝜋

ħ𝛾𝐼𝛾𝑆

𝑟𝐼𝑆
3 (

3𝑐𝑜𝑠2𝜃−1

2
) 2𝐼𝑧𝑆𝑧 = 𝜔𝐷,𝐼𝑆(𝜃)2𝐼𝑧𝑆𝑧.          [1.37] 

where 𝜔𝐷,𝐼𝑆 = −
𝜇0

4𝜋

ħ𝛾𝐼𝛾𝑆

𝑟𝐼𝑆
3  and 𝜔𝐷,𝐼𝑆(𝜃) = −

𝜇0

4𝜋

ħ𝛾𝐼𝛾𝑆

𝑟𝐼𝑆
3 (

3𝑐𝑜𝑠2𝜃−1

2
). Hence, the dipolar 

contribution to the energy levels for a heteronuclear spin pair is, 

                        𝐸𝑚𝐼,𝑚𝑠 = 𝜔𝐷,𝐼𝑆(𝜃)⟨𝑚𝐼𝑚𝑆|2𝐼𝑧𝑆𝑧|𝑚𝐼𝑚𝑆⟩ = 2𝜔𝐷,𝐼𝑆(𝜃)𝑚𝐼𝑚𝑆.          [1.38] 

The time evolution of the density matrix immediately after a 90𝑜 pulse on I spin (𝜌(0) = 𝐼𝑋) 

under the Hamiltonian given in Eq. [1.37] can be calculated as 

𝜌(𝑡) = 𝑈(𝑡, 0)𝜌(0)𝑈(𝑡, 0)† = 𝑒−𝑖ℋ𝐷,𝐼𝑆
𝐿𝐴𝐵𝑡(𝐼𝑋)𝑒

𝑖ℋ𝐷,𝐼𝑆
𝐿𝐴𝐵𝑡 

                                        = 𝐼𝑋 cos(𝜔𝐷,𝐼𝑆(𝜃)𝑡) + 2𝐼𝑌𝑆𝑍 sin(𝜔𝐷,𝐼𝑆(𝜃)𝑡)             [1.39] 

with 𝑈(𝑡, 0) = 𝑒−𝑖ℋ𝐷,𝐼𝑆
𝐿𝐴𝐵𝑡. The NMR signal is 𝑆𝑋(𝑡) = 𝑇𝑟((𝐼𝑋)𝜌)= cos(𝜔𝐷,𝐼𝑆(𝜃)𝑡) 𝑇𝑟{(𝐼𝑋)

2}= 

∝ cos(𝜔𝐷,𝐼𝑆(𝜃)𝑡) , 𝑆𝑌(𝑡) = 0, and leads after Fourier transform to a doublet with splitting  

2𝜔𝐷,𝐼𝑆(𝜃). For a powder sample, this splitting varies such that spectrum containing 

contributions from different orientations (through angle 𝜃) will have the appearance of a 

powder pattern with a characteristic lineshape which depends on the dipolar coupling 

parameters. This particular lineshape shown in Figure 1.4 is known as the Pake doublet or Pake 

pattern,[40] and the splitting of the horns is equal to the dipolar coupling constant, d=𝜔𝐷,𝐼𝑆 2𝜋⁄ . 

The horns represent the intensity contribution from the crystal orientations for which the 

internuclear vector is perpendicular to the applied field.  
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Figure 1.4 Powder lineshape (Pake pattern) for dipolar interaction for a 1H-13C spin system in Histidine 

(d= 21.13 kHz). Isotropic chemical shifts are not considered. Simulations are performed with SIMPSON 

software and utilize crystal file ZCW4180. 

 

B. Indirect coupling  

The indirect coupling or J-coupling is a through-bond interaction between two nuclear 

spins, mediated by the electrons around the nucleus.[29,31] It is independent of the static 

magnetic field. This interaction is responsible for the multiplet structure of resonances in 

solution NMR. The multiplet structure gives information about the bond connectivity between 

different nuclei such that indirect coupling is helpful in the determination of 

chemical/molecular structure with solution NMR. The indirect coupling Hamiltonian between 

two spins, 𝑗 and 𝑘, is represented by 

                                                       ℋ𝐽 = 2𝜋𝑰𝒋 ⋅ �⃡� ⋅ 𝑰𝒌                        [1.40] 

where �⃡� is the coupling tensor. It is a second-rank tensor, which is not symmetric and has a 

non-vanishing trace. However, the anisotropic part of the coupling tensor is very small as 

compared to the dipolar coupling interaction and can be ignored in the solid-state, whereas it 

averages in solution. Taking into consideration only the isotropic component, Hamiltonian of 

the indirect coupling for a homonuclear spin pair is 

                                                        ℋ𝐽 = 2𝜋𝐽𝑖𝑠𝑜𝑰𝒋 ∙ 𝑰𝒌                                                     [1.41] 

where 𝐽𝑖𝑠𝑜 =
1

3
(𝐽𝑋𝑋 + 𝐽𝑌𝑌 + 𝐽𝑍𝑍). Compared to other interactions, 𝐽𝑖𝑠𝑜 is very small, from a few 

Hertz among proton spins, up to less than 200 Hz for bonded 1H and 13C nuclei. If in a 
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homonuclear spin system the chemical shift difference for two spins 𝐼1and 𝐼2 is considerably 

larger than the J coupling, the Hamiltonian can be approximated as, 

                                                          ℋ𝐽,𝐼1𝐼2 = 2𝜋𝐽𝑖𝑠𝑜𝐼1𝑍𝐼2𝑍.                                              [1.42] 

The same expression is valid for a heteronuclear I-S spin pair, regardless of the chemical shifts, 

ℋ𝐽,𝐼𝑆 = 2𝜋𝐽𝑖𝑠𝑜𝐼𝑧𝑆𝑧.                         [1.43] 

(iii) Quadrupolar interaction 

The quadrupolar interaction Hamiltonian, the corresponding energy levels as well as 

the respective transitions for integer and half-integer spin nuclei will be dealt in detail in section 

1.3. 

1.1.3 Resolution/Sensitivity Enhancement Techniques in Solid State NMR 

 

As compared to solids which have only very restricted molecular motion, molecules in 

solution tumble rapidly resulting in averaging out of the anisotropic part of all interactions.  

Therefore, the solution NMR spectra will contain narrow resonances at frequencies determined 

by the isotropic chemical shift and the indirect coupling. In the case of solids, since molecular 

motions are restricted, the various interactions discussed above have a strong dependence on 

the crystallite orientation. The resultant NMR spectra (see Figure 1.2 and 1.4), arising from the 

superposition of various orientations in a powder sample, are generally broad. Additionally, 

with multiple sites present, the resultant powder spectra will be complex. Both features lead to 

poor resolution and sensitivity in solid-state NMR, making structural determination extremely 

challenging. Therefore, much effort has been made to develop different experimental 

techniques leading to spectra with better resolution and sensitivity. These experimental 

techniques involve manipulation of the spatial and/or spin parts of the interaction Hamiltonians. 

Two important and widely-used techniques are discussed below: 

(i) Magic Angle Spinning (MAS) 

Magic Angle Spinning (MAS)[4–7] involves physical spinning of the sample kept in a 

rotor spinning with axis of rotation making  an angle, 𝜃𝑚 = 54.7
0 with respect to the direction 

of the static magnetic field  (𝜃𝑚 is the angle between the 𝑍 axis and the body diagonal of a unit 

cube, known as the magic angle). The geometry of MAS is schematically shown in Figure 1.5. 

Inspection of the form of the Hamiltonians of various internal interactions indicates that 

there is a factor proportional to the Legendre polynomial 𝑃2 =
1

2
(3 cos2 𝜃 − 1), where 𝜃 

represents the orientation dependence of the respective interaction with respect to the static 
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magnetic field. Under rotation of the sample at any angle, 𝜃 becomes time dependent resulting 

in (partial) time averaging of 𝑃2 terms in the interaction Hamiltonian. However, when the 

rotation is at magic angle the time averaging is complete as 〈3 cos2 𝜃(𝑡) − 1〉 = 0 for any 

crystallite orientation. The averaging of the anisotropic parts of internal interaction results in 

considerable narrowing of the broad powder patterns and hence to significant increase in 

sensitivity and resolution of solid-state NMR spectra.   

 

 

Figure 1.5 Geometrical sketch of dipolar interaction under Magic Angle Spinning. The different 

reference frames involved are indicated (PAF, ROTOR and LAB). The corresponding Euler angles for 

rotations involved, are indicated. 

In order to understand the principle of MAS, the explicit time dependence of internal 

interactions has to be evaluated. An additional reference frame, the so-called rotor frame which 

rotates with the rotor, is introduced. Transformation from laboratory frame to PAF is performed 

in two steps: from laboratory frame to rotor frame and from rotor frame to PAF. The framework 

of irreducible spherical tensors is specifically used to represent the Hamiltonians. It has a 

spatial part and a spin part with characteristics that correspond to each interaction. The general 

derivation of the time-dependent Hamiltonians using spherical tensor formalism is provided in 

Appendix A1.2.  

As an important case we consider the heteronuclear dipolar coupling under MAS. The 

space part of the secular heteronuclear dipolar Hamiltonian in Eq. [1.37] becomes time 

dependent, ℋ𝐷(𝑡) = 𝜔𝐷,𝐼𝑆(𝜃(𝑡))2𝐼𝑍𝑆𝑍. Using spherical tensor formalism to express 

𝜔𝐷,𝐼𝑆(𝜃(𝑡)), the Hamiltonian can be written as, 

    ℋ𝐷(𝑡) =  𝜔𝐷 [
sin(2𝛽𝐷)

2√2
cos(𝜔𝑅𝑡 + 𝛾𝐷) −

sin2(𝛽𝐷)

4
cos(2𝜔𝑅𝑡 + 2𝛾𝐷)] 2𝐼𝑍𝑆𝑍 

                             =  𝜔𝐷(𝑡)2𝐼𝑍𝑆𝑍,                                                                                                     [1.44] 
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where  𝛽𝐷 and 𝛾𝐷 are the polar angles of the internuclear vector 𝒓𝐼𝑆 in the rotor frame, and 

                   𝜔𝐷(𝑡) = 𝜔𝐷 [
sin(2𝛽𝐷)

2√2
cos(𝜔𝑅𝑡 + 𝛾𝐷) −

sin2(𝛽𝐷)

4
cos(2𝜔𝑅𝑡 + 2𝛾𝐷)].             [1.45] 

As mentioned above, to obtain Eq. [1.44] two successive transformations are utilized to express 

the spatial part under MAS in the laboratory frame. 

 [𝐴20
𝐷 ]𝐿𝐴𝐵  = ∑  2

𝑚=−2 𝑅2𝑚
𝐷,𝑃𝐴𝐹𝐷0𝑚

2 (𝛺𝑃𝑅)𝐷𝑚0
2 (𝛺𝑅𝐿)                                                                                            

                   = ∑  2
𝑚=−2 𝑅2𝑚

𝐷,𝑃𝐴𝐹𝑑0𝑚
2 (𝛽𝐷) 𝑒𝑥𝑝{−𝑖𝛾𝐷} 𝑑𝑚0

2 (𝜃𝑚) 𝑒𝑥𝑝{𝑖𝑚𝜔𝑟𝑡}                            [1.46] 

The Euler angles employed by the two transformations are 𝛺𝑃𝑅 = (𝛼 = 0, 𝛽 = 𝛽𝐷 , 𝛾 =

 𝛾𝐷), 𝛺𝑅𝐿(𝑡) = (𝛼 = 𝜔𝑅𝑡, 𝛽 = 𝜃𝑚 = 54.7
0, 𝛾 = 0), and 𝜔𝐷 = −𝜇𝑜𝛾𝐼𝛾𝑠ℏ/4𝜋𝑟𝐼𝑆

3 . Dipolar 

interactions are symmetric, hence, the 𝛼 angle for the transformation from the principal axis 

frame to the laboratory frame is not necessary. Also, under high field approximation, the 

Hamiltonian is invariant with respect to rotations about Z-axis. Therefore, the 𝛾 angle for the 

transformation from the rotor frame to the laboratory frame can be omitted.[32] 

As ℋ𝐷(𝑡) commutes with itself at different times the corresponding propagator is 

𝑈(𝑡, 0) = exp[−𝑖 ∫ 𝑑𝑡ℋ𝐷(𝑡)
𝑡

0
] = exp[−𝑖 ∫ 𝑑𝑡𝜔𝐷(𝑡)

𝑡

0
2𝐼𝑍𝑆𝑍] = exp[−𝑖ΩD(𝑡, 0)2𝐼𝑍𝑆𝑍] with  

ΩD(𝑡, 0) = ∫ 𝑑𝑡𝜔𝐷(𝑡)
𝑡

0
. Similarly to the static case, starting with the density operator 𝜌(0) =

𝐼𝑋 the state of the system at time t is 𝜌(𝑡) = 𝑈(𝑡, 0)𝜌(0)𝑈(𝑡, 0)† = 𝐼𝑋 cos(ΩD(𝑡, 0)𝑡) +

2𝐼𝑌𝑆𝑍 sin(ΩD(𝑡, 0)𝑡). Since ΩD(𝑛𝑇𝑅 , 0) = 0, density operator refocuses at multiples of the 

rotor period 𝑇𝑅 , 𝜌(𝑛𝑇𝑅) = 𝜌(𝑇𝑅) and generally 𝜌(𝑛𝑇𝑅 + 𝜏) = 𝜌(𝜏). As a consequence, the 

signal refocuses at multiples of 𝑇𝑅, a phenomenon known as rotational echoes.[27,28,32] The fact 

that 𝜌(𝑛𝑇𝑅 + 𝜏) = 𝜌(𝜏) implies that the NMR signal is periodic and ultimately leads to the 

breaking of the static powder pattern into narrow peaks of frequencies 𝑛𝜔𝑅 , (𝑛 = ±1, ±2,… ), 

termed as spinning sidebands. The intensities of the spinning sidebands decreases at large 𝜔𝑅 

and, if 𝜔𝑅 exceeds the dipolar frequency 𝜔𝐷, the NMR spectrum contains only one peak at 

zero frequency, the so-called centerband. Herzfeld and Berger have described the calculation 

of intensities of the spinning sidebands arising due to chemical shift anisotropy as well as the 

determination of isotropic parameters in detail.[41] However, the same approach can also be 

extended to describe spinning sidebands arising due to dipolar interactions. The dependence of 

the spinning sidebands on MAS frequency is illustrated in Figure 1.6. 
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Similar rotational echoes are predicted with evolution under chemical shift or 

homonuclear dipolar interaction. Therefore, increased sensitivity and resolution is expected 

under MAS conditions. However, in many instances the rotational echoes are not perfect, 

resulting in broad spinning sidebands and hence in loss of resolution and sensitivity. The reason 

for this is that, when several interactions are present, the total Hamiltonian may not commute 

with itself at different times. This is the case with proton NMR where strong proton-proton 

dipolar couplings are present in most samples. In proton-proton networks the dipolar 

Hamiltonians corresponding to different spin pairs do not commute with each other, nor with 

chemical shift terms. The result is that very broad center- and spinning sidebands (line-widths 

in the kHz range) are produced at moderate MAS frequencies. Since for proton NMR line 

narrowing is predicted at considerably large 𝜔𝑅, sustained efforts to obtain large MAS 

frequencies have been made over decades. Thanks to this efforts, reasonable resolution in 

proton NMR spectra can be currently achieved at MAS frequencies in the 50-150 kHz,[42] 

depending on the sample.   

 

Figure 1.6 MAS spectra of a 1H-13C spin-pair with d= 21.13 kHz (𝑟𝐻𝐶  =1.125 Å) and for different spin 

rates. The corresponding static spectrum was shown in Figure 1.4. SIMPSON software was utilized and 

the crystal file is ZCW4180.   

(ii) Cross-Polarization (CP) 

Natural abundance and magnitude of the gyromagnetic ratio of NMR active isotopes 

are two important factors that affect the sensitivity of an NMR experiment.  Isotopes having 

low natural abundance as well as smaller gyromagnetic ratios are, in general, termed as dilute. 

The solid-state NMR detection of dilute nuclei through conventional pulse-acquire experiments 

results usually in spectra with very low sensitivity. The experiments in such cases have to be 

repeated many times and signals from individual scans have to be co-added in order to increase 
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the signal-to-noise ratio (SNR). Between consecutive scans a relaxation delay of the order of 

𝑇1 is needed to ensure that the nuclear spin system starts again from thermal equilibrium. On 

the other hand, 𝑇1 can be very large for dilute nuclei, as the non-secular homonuclear dipolar 

interactions, which contribute to the spin-lattice relaxation, are very feeble. As consequence, 

in order to obtain reasonable sensitivity (SNR) one needs to acquire a large number of scans 

with large relaxation delays in between, leading to excessively long experiments.  

Among other methods, Cross-Polarization (CP),[14,15,24] introduced by Pines, Gibby, 

and Waugh, stands out as a widely used technique to enhance the signal-to-noise ratio in NMR 

spectra of dilute nuclei. It involves the transfer of magnetization from abundant spins, I, (such 

as 1H, 19F, etc.) to dilute spins, S, (such as 13C, 15N, etc.) through the dipolar interaction. The 

pulse sequence starts (Figure 1.7) with excitation of the abundant nuclei with an on 

resonance 900 pulse of phase 𝑌 on the 𝐼 channel. Immediately after, spin-lock pulses of 

strengths 𝜔1𝐼 and 𝜔1𝑆 of phase 𝑋 are applied on I and S channels respectively for a duration 

𝜏𝐶𝑃, known as the contact time, during which the magnetisation on I spins is transferred to 

𝑆 spins if  a certain condition, known as Hartmann-Hahn match[14] condition, is satisfied. At 

the end of the contact time the signal on 𝑆 channel is acquired. A further boost in sensitivity is 

achieved by irradiating the I channel during acquisition[43–48] using a technique, known as 

heteronuclear decoupling, which removes line broadening due to interference between I-S 

heteronuclear dipolar interaction and the I-I' homonuclear dipolar interaction among the 

abundant spins.     

 

Figure 1.7 Cross polarization pulse sequence. 𝜔1𝐼 and 𝜔1𝑆 represent the RF amplitudes of the CP 

pulses which are applied for a duration 𝜏𝐶𝑃 known as the contact time. Heteronuclear decoupling is 

achieved by irradiation on the 𝐼 channel during the acquisition.  

An enhancement of the signal by 𝛾𝐼 ∕ 𝛾𝑠, i.e. the ratio of the gyromagnetic ratios 

between the abundant spins and the dilute spins, can be achieved[49,50] by the CP mechanism as 

compared to direct excitation, since in an optimal CP transfer we have 𝜌(0) = 𝛾𝐼𝐼𝑋
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𝜏𝐶𝑃
→ 𝜌(𝜏𝐶𝑃) = 𝛾𝐼𝑆𝑋 while with direct excitation 𝜌(0) = 𝛾𝑆𝑆𝑋. Further, since CP involves 

magnetization transfer from abundant spins, the relaxation delay between consecutive scans 

has to be of the order of 𝑇1
𝐼 of the abundant spins, which is, in most cases, much shorter than 

𝑇1
𝑆 which dictates the relaxation delay in direct excitation experiments. The ability to pulse 

faster in CP experiments results in a considerable additional increase in sensitivity since during 

the same experimental time many more scans can be performed.  

The analysis of the CP sequence, under static condition, can be simplified by treating 

the problem in a doubly rotating frame.[50,51] The transformation to the doubly rotating frame 

is achieved by the unitary transformation 𝜌(𝑡) =

exp[−𝑖𝜔𝐼𝑡𝐼𝑍] exp[−𝑖𝜔𝑆𝑡𝑆𝑍] 𝜌′(𝑡) exp[+𝑖𝜔𝐼𝑡𝐼𝑍] exp[+𝑖𝜔𝑆𝑡𝑆𝑍] where 𝜌 and 𝜌′ are the 

density operators in the laboratory and doubly rotating frame respectively whereas  𝜔𝐼 and 𝜔𝑆 

represent the frequencies of the RF pulses applied during CP on the I and S channels. In the 

doubly rotating frame (dropping ' from all operators) the Hamiltonian of a dipolar-coupled 

heteronuclear I-S spin pair with I=1/2 and S=1/2 and subjected to irradiation on both I and S 

channels is 

                                              ℋ = 𝜔1𝐼𝐼𝑋 + 𝜔1𝑆𝑆𝑋 + 𝜔𝐷2𝐼𝑍𝑆𝑍                                                    [1.47] 

For convenience, ℋ is expressed in a tilted reference frame according to  

ℋ𝑇 = 𝑒
𝑖
𝜋
2
(𝐼𝑌+𝑆𝑌)ℋ𝑒−𝑖

𝜋
2
(𝐼𝑌+𝑆𝑌), 

giving 

ℋ𝑇 = 𝜔1𝐼𝐼𝑍 + 𝜔1𝑆𝑆𝑍 + 𝜔𝐷2𝐼𝑋𝑆𝑋            [1.48] 

ℋ𝑇 can be represented as a sum of two commuting terms 

                            ℋ𝑇 = ℋ14 +ℋ23=(𝛴𝐼𝑍
14 + 𝜔𝐷 𝐼𝑋

14) + (𝛥𝐼𝑍
23 + 𝜔𝐷𝐼𝑋

23)                           [1.49] 

where 𝛥 = 𝜔1𝐼 − 𝜔1𝑆, 𝛴 = 𝜔1𝐼 + 𝜔1𝑆 and 𝐼𝑍
14,  𝐼𝑋

14,  𝐼𝑍
23,  𝐼𝑋

23 are fictitious spin-1/2 

operators[52] associated with the basis |1⟩ ≡ |1/2,1/2⟩, |2⟩ ≡ |1/2,−1/2⟩, |3⟩ ≡ | − 1/2,1/

2⟩, |4⟩ ≡ | − 1 2⁄ ,−1/2⟩ .  

We now consider time evolution starting with an initial density operator 𝜌(0) = 𝛾𝐼𝐼𝑋 

for which  𝜌𝑇(0) = 𝐼𝑍 =𝐼𝑍
14+𝐼𝑍

23. If 𝛴 ≫ 𝜔𝐷 the effect of  𝜔𝐷 in the 1-4 subspace is truncated 

such that the term 𝐼𝑍
14 in 𝜌𝑇(0) remains unaffected. On the other hand, we see that rotation in 

2-3 subspace around 𝐼𝑋
23 becomes effective when 𝛥 = 𝜔1𝐼 − 𝜔1𝑆~0.  This is the Hartmann-

Hahn condition. At 𝛥 = 0 
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                 𝜌𝑇(𝑡𝐶𝑃) ≅ 𝛾𝐼[𝐼𝑍
14 + cos(𝜔𝐷𝑡𝐶𝑃)  𝐼𝑍

23 − sin(𝜔𝐷𝑡𝐶𝑃)  𝐼𝑌
23]                           [1.50] 

Utilizing 𝑆𝑍 =𝐼𝑍
14 − 𝐼𝑍

23 and coming back to the double rotating frame the expectation value of 

S-spin polarization, 〈𝑆𝑍〉, is 

                                〈𝑆𝑍〉(𝑡𝐶𝑃) = Tr{𝜌𝑇(𝑡𝐶𝑃)𝑆𝑍} = 𝛾𝐼[1 2⁄ − 1/2 cos𝜔𝐷𝑡𝐶𝑃].                     [1.51] 

Thus, maximal transfer 〈𝐼𝑍〉 → 〈𝑆𝑍〉 would be achieved by having a CP contact time 𝑡𝐶𝑃 =

𝜋/𝜔𝐷. Since in a direct excitation experiment the relevant part of the density operator is  

𝜌𝑆(0) = 𝛾𝑆𝑆𝑍, the ratio of the signals acquired with optimal CP and direct excitation is 𝛾𝐼/𝛾𝑆. 

However, due to the dependence of 𝜔𝐷 on 𝜃, the maximum transfer in a powder is lower and 

is achieved at a different 𝑡𝐶𝑃 which corresponds to an averaging over crystallite orientations.  

 Under MAS, due to variation with time of the dipolar interaction, the Hamiltonian 

becomes time dependent and in the tilted frame 

                                                 ℋ𝑇(𝑡) = 𝜔1𝐼𝐼𝑍 + 𝜔1𝑆𝑆𝑍 + 𝜔𝐷(𝑡)2𝐼𝑋𝑆𝑋                                 [1.52] 

where 𝜔𝐷(𝑡) is given by  

𝜔𝐷(𝑡) = 𝜔𝐷 [
sin(2𝛽𝐷)

2√2
cos(𝜔𝑅𝑡 + 𝛾𝐷) −

sin2(𝛽𝐷)

4
cos(2𝜔𝑅𝑡 + 2𝛾𝐷)] 

and has the general form 𝜔𝐷(𝑡) = ∑ 𝜔𝐷
𝑚𝑒𝑖𝑚𝜔𝑅𝑡2

𝑚=−2  with  𝑚 ≠ 0. Similar to the static case, 

ℋ𝑇(𝑡) can be expressed as the sum of two commuting terms, 

                            ℋ𝑇(𝑡) = [𝛴𝐼𝑍
14 + 𝜔𝐷(𝑡) 𝐼𝑋

14] + [𝛥𝐼𝑍
23 + 𝜔𝐷(𝑡)𝐼𝑋

23]                   [1.53] 

If 𝑈(𝑡, 0) is the propagator associated with ℋ𝑇(𝑡) we first define the unitary transformation, 

𝑈(𝑡, 0) = exp[−𝑖𝑘𝜔𝑅𝑡𝐼𝑍
23] �̃�(𝑡, 0), where the new propagator, �̃�(𝑡, 0), is associated with the 

Hamiltonian,   

                ℋ̃𝑇(𝑡) = 𝛴𝐼𝑍
14 + 𝜔𝐷(𝑡) 𝐼𝑋

14 + (𝛥−𝑘𝜔𝑅)𝐼𝑍
23 

                                             +𝜔𝐷(𝑡)(𝐼𝑋
23 cos(𝑘𝜔𝑅𝑡) − 𝐼𝑌

23 sin(𝑘𝜔𝑅𝑡)).                                [1.54] 

We see that ℋ̃𝑇(𝑡) contains time-independent terms of the form 𝜔𝐷
±𝑘𝐼𝑋

23and 𝜔𝐷
±𝑘𝐼𝑌

23. The 

remaining oscillating terms do not contribute significantly to the time evolution and can be 

neglected. The resulting time-independent Hamiltonian is  

               ℋ̃𝑇 ≅ 𝛴𝐼𝑍
14 + (𝛥−𝑘𝜔𝑅)𝐼𝑍

23 + Re(𝜔𝐷
𝑘)𝐼𝑋

23 − Im(𝜔𝐷
𝑘)𝐼𝑌

23.                        [1.55] 
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The dipolar terms can produce an efficient rotation in the 2-3 subspace if (𝛥 − 𝑘𝜔𝑅) ≅ 0 or 

𝜔1𝐼 − 𝜔1𝑆 ≅ 𝑘𝜔𝑅. At this modified Hartmann-Hahn condition efficient polarization transfer 

occurs and it is found that 

                  〈𝑆𝑍〉(𝑡) = Tr{𝜌𝑇(𝑡)𝑆𝑍} = 1 2⁄ − 1/2 cos|𝜔𝐷
𝑘 |𝑡,                                            [1.56] 

in analogy with the static case.  

A different Hartmann-Hahn condition can be reached by the transformation generated 

by 𝑈(𝑡, 0) = exp[−𝑖𝑘𝜔𝑅𝑡𝐼𝑍
14]�̃�(𝑡, 0). Proceeding in the same way as above it is found that 

polarization transfer can occur if 𝜔1𝐼 + 𝜔1𝑆 = 𝑘𝜔𝑅. In summary, optimal CP transfer can 

occur at the modified Hartmann-Hahn conditions 𝜔1𝐼 ± 𝜔1𝑆 = 𝑘𝜔𝑅, where 𝑘 = ±1 or ± 2.  

The theoretical approach utilized above is valid only at relatively short contact times. 

At longer contact times all the dipolar network of I spins surrounding the rare I spin has to be 

considered. As a result the spin system becomes very large and an explicit solution of Liouville-

von Neumann is not possible. However, at long contact times, the evolution of the system can 

be still described within a thermodynamical approach. It predicts a similar enhancement of 

about  𝛾𝐼/𝛾𝑆. 

Several modified CP sequences such as ramped amplitude CP,[53] adiabatic CP,[54] etc. 

have been developed to further improve the efficiency of CP transfer in a powder. The ramped 

amplitude CP, in which the RF fields are swept across the matching condition by linearly 

incrementing one or both RF amplitudes over the contact time, is most widely used, especially 

under MAS. A short description of ramp-CP in the context of 1H-14N CPMAS at fast MAS is 

provided in Chapter 2, section 2.3. 

1.2 Time-Dependent Hamiltonians in Solid-State NMR 
 

It was shown above that MAS introduces a time dependence to the Hamiltonians 

connected to anisotropic interactions. In cases, an exact calculation of the propagator is not 

possible as the total Hamiltonian does not commute with itself at different times. Therefore, 

alternate methods are needed to address the evolution of the density matrix under a time 

dependent Hamiltonian in order to get an approximate understanding of the underlying spin 

dynamics. This section discusses various analytical and numerical methods to address this 

problem.  
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1.2.1 Effective Hamiltonian approach 

 

The effective Hamiltonian associated with the periodic time-dependent Hamiltonian 

ℋ(𝑡) is defined as a time-independent Hamiltonian, ℋeff which satisfies the relation 

𝑈(𝑇, 0) = exp (−𝑖ℋeff𝑇), where 𝑈(𝑇, 0) is the propagator over one modulation period, 𝑇, 

associated with the Hamiltonian ℋ(𝑡). Under MAS where the spinning frequency is 

𝜈𝑅 = 𝜔𝑅/2𝜋, the modulation period is therefore 𝑇𝑅 = 1/𝜈𝑅 .  An effective Hamiltonian, 

capable of describing the state of the system at multiples of the modulation period, can be 

obtained with different methods, most notably average Hamiltonian theory[55–57] and Floquet 

theory.[58–62] A less frequently used numerical method, which we utilized in the work presented 

here, is the matrix logarithm method.[63–69] These three methods are discussed in the following 

sections according to their relevance to the work presented in the thesis.  

(i) Average Hamiltonian theory 

The concept of average Hamiltonian theory (AHT) to investigate the spin dynamics 

during cyclic multi-pulse periods was developed by Haeberlen and Waugh.[55] Later, P. 

Mansfield utilized the method for analysing symmetrized pulse sequences.[70] The performance 

of many solid-state NMR decoupling sequences (homonuclear multi-pulse sequences such as 

Lee-Goldburg (LG),[43] Waugh-Huber-Haeberlen (WAHUHA),[44] MREV8,[45] BR-24,[46] 

BLEW-12,[47] etc.), as well as recoupling sequences under MAS[71] (both homonuclear and 

heteronuclear such as Rotational Echo at Double Resonance (REDOR),[72] Rotary Resonance 

Recoupling (R3) [73] etc.), can be predicted within the framework of AHT. It is also used for the 

description of spin-lock and CP under MAS.[27] 

In average Hamiltonian theory, an average (effective) Hamiltonian is constructed for a 

periodic Hamiltonian (𝑖. 𝑒.  ℋ(𝑡) = ℋ(𝑡 + 𝑇)) as a series of approximations called the 

Magnus expansion.[56]  

                                               ℋ𝑎𝑣𝑒 = ℋ̅
(1) + ℋ̅(2) + ℋ̅(3) +⋯                                       [1.57]         

The method is efficient if only few terms are significant in Eq. [1.57]. With higher order terms 

in ℋ𝑎𝑣𝑒 discarded, spin dynamics can be determined with the approximate propagator,     

𝑈(𝑇, 0) = �̂�𝑒𝑥𝑝 (−𝑖 ∫ ℋ(𝑡′)
𝑇

0
𝑑𝑡′) ≅ 𝑒𝑥𝑝[-i(ℋ𝑎𝑣𝑒)T]. 

The initial three terms, which are Hermitian, are listed below 
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ℋ̅(1) =
1

𝑇
∫ ℋ(𝑡′)𝑑𝑡′
𝑇

0

 

ℋ̅(2) = −
𝑖

2𝑇
∫ 𝑑𝑡′∫ [ℋ(𝑡′),ℋ(𝑡)]𝑑𝑡

𝑡′

0

𝑇

0

 

ℋ̅(3) = −
1

6𝑇
∫ 𝑑𝑡′′∫ 𝑑𝑡′∫ ([ℋ(𝑡′′), [ℋ(𝑡′),ℋ(𝑡)]] + [[ℋ(𝑡′′),ℋ(𝑡′)],ℋ(𝑡)])𝑑𝑡

𝑡′

0

𝑡′′

0

𝑇

0

 

[1.58] 

Alternatively, any periodic, time-dependent Hamiltonian can be represented utilizing the 

Fourier series expansion as ℋ(𝑡) = ∑ ℋ𝑛𝑒
𝑖𝑛𝜔𝑡

𝑛 , where 𝜔 = 2𝜋/𝑇 is the characteristic 

frequency of ℋ(𝑡). Using this, the above terms can be rewritten as,[60]   

ℋ̅(1) = ℋ0 

ℋ̅(2) = −
1

2
∑
[ℋ−𝑛,ℋ+𝑛]

𝑛𝜔
𝑛≠0

+∑
[ℋ0,ℋ+𝑛]

𝑛𝜔
𝑛≠0

=
1

2
∑
[ℋ+𝑛,ℋ−𝑛]

𝑛𝜔
𝑛≠0

+∑
[ℋ0,ℋ+𝑛]

𝑛𝜔
𝑛≠0

 

ℋ̅(3) =
1

3
∑ ∑

[ℋ
+𝑛′ 

,[ℋ
𝑛−𝑛′

,ℋ−𝑛]]

𝑛𝑛′𝜔2
+
1

2
∑

[ℋ+𝑛 ,[ℋ0,ℋ−𝑛]]

𝑛2𝜔2𝑛≠0𝑛′≠𝑛≠0𝑛≠0 −
1

2
∑

[ℋ0 ,[ℋ0,ℋ+𝑛]]

𝑛2𝜔2𝑛≠0 +

∑ ∑
[ℋ

+𝑛′ 
,[ℋ

−𝑛′
,ℋ+𝑛]]

𝑛𝑛′𝜔
2𝑛′≠0𝑛≠0 +

1

2
∑ ∑

[ℋ
+𝑛′ 

,[ℋ+𝑛,ℋ0]]

𝑛𝑛′𝜔
2𝑛′≠0𝑛≠0                                                     [1.59] 

Since only 𝑈(𝑇, 0) can be determined from 𝐻𝑎𝑣𝑒 the state of the system can be predicted 

only at multiples of the modulation period T. This may be sometimes not sufficient as in some 

experiments prediction of the state at arbitrary times is important. While applying AHT, it is 

very often needed to treat the problem in a convenient interaction frame in order to ensure fast 

convergence. However, if the Hamiltonian under study involves multiple time-dependencies 

which are incommensurate the approach as defined above fails. One way to address such 

situations is to consider successive averaging if the respective time scales are far apart.[74] There 

are also cases where AHT may not converge at all, even if we consider higher order terms, due 

to the complexity of the interaction Hamiltonian under study, discussed in Chapter 2. 

(ii) Floquet theory 

The utilization of the Floquet theorem for investigating the spin dynamics of quantum 

systems stems from the theoretical studies carried out by Shirley[59] for problems involving a 

periodic, time-dependent Hamiltonian. Later it has been extended to NMR by Vega,[75] Kubo 

and McDowell,[76] Levante et al.[77] and others. Subsequently, Floquet theory has been applied 
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for the analysis of line shapes of single spins and dipolar coupled spin pairs under MAS.[78,79] 

Boender et al. proposed a physical interpretation of MAS phenomena using Floquet theory.[80] 

Bain and Dumont used Floquet theory to calculate spinning-sideband intensities under 

MAS.[81] The theoretical framework as well as various applications of Floquet theory are 

described in detail in references [60] and [62].  

A periodic time-dependent Hamiltonian ℋ(𝑡), which is defined in Hilbert space, can 

be expanded as a Fourier series ℋ(𝑡) = ∑ ℋ𝑛𝑒
𝑖𝑛𝜔𝑡

𝑛  where 𝜔 is the characteristic frequency 

of ℋ(𝑡). ℋ𝑛 are time-independent operators defined in Hilbert space. For homonuclear spin 

systems the dimension of Hilbert space is (2𝐼 + 1)𝑁,where 𝑁 is the number of spins, and 𝐼 is 

the spin quantum number. In Fourier space, a time-dependent Hamiltonian is introduced as 

                                                               ℋ𝐹(𝑡) = ∑ ℋ𝑛𝐹𝑛𝑛 𝑒𝑖𝑛𝜔𝑡,                                 [1.60] 

in terms of the ladder operators  𝑭𝒏, defined as 

⟨𝑚 + 𝑛|𝑭𝒏|𝑚⟩=1 

where |𝑚⟩ are 'Fourier' states and 1 is a unit matrix with the dimension of the Hilbert space. 

The time-independent Floquet Hamiltonian, ℋ𝐹 [59,60,82–84] is defined in the basis {|𝑖, 𝑛⟩}, where 

|𝑖⟩ is a basis in the Hilbert space and {|𝑛⟩}𝑛∈𝑍, represents the Fourier basis as, 

                                             ℋ𝐹 = 𝑁𝜔 + ∑ ℋ𝑛
∞
𝑛=−∞ 𝐹𝑛.                                       [1.61] 

where  

                                                  ⟨𝑚|𝑵|𝑚′⟩ = 𝜈𝛿𝑚,𝑚′𝟏,                                             [1.62] 

 

The matrix structure of ℋ𝐹, 𝐹𝑛, 𝑎𝑛𝑑 𝑁 is displayed below. 

𝑵 =

[
 
 
 
 
 
 
 
⋱

[ 1
1
] [ ] [ ]

[ ] [ 0
0
] [ ]

[ ] [ ] [−1
−1
]

⋱ ]
 
 
 
 
 
 
 

, 𝟏 =

[
 
 
 
 
 
 
 
⋱

[ 1
1
] [ ] [ ]

[ ] [ 1
1
] [ ]

[ ] [ ] [ 1
1
]

⋱ ]
 
 
 
 
 
 
 

, 



29 

 

𝑭𝟏 =

[
 
 
 
 
 
 
 
⋱

[ ] [ 1
1
] [ ]

[ ] [ ] [ 1
1
]

[ ] [ ] [ ]

⋱ ]
 
 
 
 
 
 
 

, 𝑭−𝟏 =

[
 
 
 
 
 
 
 
⋱

[ ] [ ] [ ]

[ 1
1
] [ ] [ ]

[ ] [ 1
1
] [ ]

⋱ ]
 
 
 
 
 
 
 

, 

ℋ𝑭(𝒕) =

[
 
 
 
 
⋱

[ℋ0] [ℋ1𝑒
𝑖𝜔𝑡] [ℋ2𝑒

𝑖2𝜔𝑡]

[ℋ−1𝑒
−𝑖𝜔𝑡] [ℋ0] [ℋ1𝑒

𝑖𝜔𝑡]

[ℋ−2𝑒
−𝑖2𝜔𝑡] [ℋ−1𝑒

−𝑖𝜔𝑡] [ℋ0]

⋱ ]
 
 
 
 

, 

  𝓗𝑭 =

[
 
 
 
 
⋱

[ℋ0 + 𝜔] [ℋ1] [ℋ2]

[ℋ−1] [ℋ0] [ℋ1]

[𝐻−2] [ℋ−1] [ℋ0 − 𝜔]

⋱ ]
 
 
 
 

 

In order to obtain an effective Hamiltonian, the Floquet Hamiltonian is first diagonalized, Λ𝐹 =

𝐷𝐹
−1ℋ𝐹𝐷𝐹 = Λ0𝐹0 + 𝑁𝜔, where Λ0 is diagonal in the Hilbert space, and 𝐷𝐹 is the 

diagonalization matrix. If Λ𝐹 and 𝐷𝐹 can be determined, the propagator in the Hilbert space 

can be evaluated as  

                                         𝑈(𝑡, 0) = ∑ ⟨𝑛|𝐷𝐹𝑒
−𝑖Λ𝐹𝑡𝐷𝐹

−1|0⟩𝑒𝑖𝑛𝜔𝑡𝑛                                           [1.63]     

and the density operator can be obtained at arbitrary times. An effective Hamiltonian can be 

also computed as  

                                                                          ℋeff
ℱ = 𝐷Λ0𝐷

−1.                                        [1.64]     

where the Hilbert-space unitary matrix 𝐷 is constructed from 𝐷𝐹.  

Floquet theory is more general than average Hamiltonian theory in the sense that it 

allows the calculation of expectation values of any observable at arbitrary times without 

restricting to multiples of the modulation period. It can also deal with multiple, time-dependent, 

incommensurate frequencies corresponding to MAS as well as application of RF pulses 

sequences involved in decoupling, recoupling, etc.[60,62] Some of the work presented in this 

thesis has made use of Floquet theory. As one has to deal with infinite-dimensional Floquet 

matrices, applying Floquet theory may be very challenging from an analytical point of view. 

Hence, sometimes Floquet-based numerical approaches are utilized, in which the infinite-

dimensional Floquet Hamiltonian is truncated to some finite dimension, sufficiently large 

enough to ensure convergence. The diagonalization of ℋ𝐹 is performed numerically, and the 
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elements of  Λ0 are confined within the (−𝜔/2, 𝜔/2] interval.[85] The evolution of the system 

can then be predicted numerically with Eq. [1.63] or with ℋeff
ℱ  in Eq. [1.64]. 

One of the important works in relation to the thesis (Chapter 2) was provided by Marks, 

Zumbulyadis, and Vega[86] on the quantitative description of 2H CPMAS experiments and spin 

dynamics under spin lock within the Floquet formalism. For spin-1 nuclei, subjected to 

quadrupolar interactions in the 100 kHz range, under RF irradiation, and MAS rates of less 

than 10 kHz, it was shown that the eigenstates and eigenvalues of the Floquet Hamiltonian, as 

well as the Floquet effective Hamiltonian, exhibit a strong dependence on crystallite 

orientation. Therefore, CP matching conditions were also found to strongly depend on 

crystallite orientation. Nevertheless, with more complex spin dynamics in the system, Floquet 

theory sometimes fails in providing an accurate analytical picture. With the invention of the 

operator-based formulation of the Floquet Hamiltonian,[61] approximate Floquet Hamiltonians 

can be calculated based on the Van-Vleck perturbation theory, and can be used to derive a time-

independent, effective Hamiltonian in the Hilbert space. This formalism can also be applied to 

solve non-resonant multi-mode problems.[61] Recently, the Floquet formalism has been 

generalized to non-periodic Hamiltonians by introducing a continuous frequency space.[87] 

(iii) Matrix logarithm 

Matrix logarithm method is yet another approach to compute effective Hamiltonians. 

Liu et al. used this method to derive the effective Hamiltonian for homonuclear decoupling 

sequences involving multi-pulse propagators.[64] Robyr et al. applied it to calculate the effective 

Hamiltonian which is used further to evaluate the off-resonance performance of the WALTZ17 

sequence for decoupling.[67] Mehta et al. used the matrix logarithm method to derive an 

effective Hamiltonian to calculate the evolution of the spin system under the windowless, 

homonuclear dipolar recoupling (DRAWS) pulse sequence for the distance measurements in 

nucleic acids.[88,89] Recently it has been utilized in the SPINACH simulation library to derive 

the expression for the exact rotating frame Hamiltonian.[90] 

Consider any operator, O, which has eigenstates and eigenvalues |𝑜𝑘⟩ and 𝑜𝑘. For any 

function 𝑓(𝑧), defined over the complex domain, the operator 𝑓(𝑂) is, by definition, 

constructed as 𝑓(𝑂) = ∑ 𝑓(𝑜𝑘)𝑘 |𝑜𝑘⟩⟨𝑜𝑘|, where  𝑓(𝑜𝑘) are generally complex numbers. For 

𝑓(𝑧) = ln 𝑧, the coefficients ln(𝑜𝑘) are calculated according to the definition of the logarithm 

of a complex number, 𝑧 = 𝑟𝑒𝑥𝑝(𝑖𝜙), as ln 𝑧 = ln 𝑟 + 𝑖(𝜙 + 2𝑛𝜋) (with 𝑛 = 0,±1,±2,…). 

This function is multivalued and in practice n is chosen such that  𝜙 + 2𝑛𝜋 lies in the (−𝜋, 𝜋]. 
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Only if all eigenvalues of O are real and positive, the standard definition of the logarithm 

function can be applied. This is clearly not the case when O is a unitary operator. 

The matrix logarithm method proceeds in two steps.[68] (A) First, the propagator 𝑈(𝑇, 0) 

is numerically calculated and (B) an effective Hamiltonian ℋeff
𝑙𝑛  is subsequently constructed by 

taking the matrix logarithm of 𝑈(𝑇, 0) 

   ℋeff
𝑙𝑛 = ln(𝑈(𝑇, 0)) (−𝑖𝑇)⁄ .                       [1.65] 

We have employed matrix logarithm method to determine the effective Hamiltonian in 

association with the work presented in Chapters 2 and 3. More details about the matrix 

logarithm are given in Chapter 2, section 2.1, where also a comparison of the effective 

Hamiltonians derived using the matrix logarithm and Floquet theory is provided. The potential 

of matrix logarithm approach is demonstrated in a heteronuclear dipolar coupled spin half pair 

under rotary resonance recoupling[73] and is provided in Appendix A1.3. 

1.2.2 Brute force approach 

The brute force approach, is a numerical method to calculate the propagator for a time 

dependent Hamiltonian. A few simulation packages including SIMPSON[38] utilizes this 

scheme. In this approach, the modulation time period of the Hamiltonian, 𝑇 is divided into 

many small intervals, 𝛥𝑡, during which ℋ(𝑡) can be approximately treated as a constant. This 

is schematically shown in Figure 1.8. 

 

Figure 1.8 The modulation period, T has been divided into N equal parts of length Δt in such a way that 

the Hamiltonian can be considered as approximately constant over each of the Δt intervals. 

The propagator 𝑈(𝑇, 0) is then computed numerically as  

                                                        𝑈(𝑇, 0) ≅ ∏ 𝑒𝑥𝑝(−𝑖ℋ(𝑡𝑘)Δt)𝑘 .                     [1.66] 

There are various algorithms which can be used for the calculation of the exponential matrices 

in Eq. [1.66], the simplest (but not very efficient) being Taylor expansion. Once 𝑈(𝑇, 0) 

computed, the propagator 𝑈(𝑘𝑇, 0) is simply obtained as a power, 𝑈(𝑘𝑇, 0) = 𝑈(𝑇, 0)𝑘, such 

that density operator can be efficiently obtained at multiples of the modulation period. The 

method is also utilized in step (A) of the matrix logarithm method.  The approach can be used 

also with non-periodic Hamiltonians, but then numerical evaluation of 𝑈(𝑡, 0), where t is 

arbitrary, becomes more time consuming. The brute-force method, often associated with the 
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matrix logarithm approach, has been employed extensively in the following chapters to 

understand the complex spin dynamics associated with RF irradiation on quadrupolar spins. 

  Having set a stage about the basics of NMR, solid state NMR in particular, and various 

theoretical tools associated with the work presented in the thesis, the concluding section of the 

chapter focuses on the quadrupolar interaction, its mathematical formulation and challenges. 

This part also provides an introduction and a smooth transition to Chapters 2 and 3. 

1.3 Solid State NMR of Quadrupolar Nuclei 
 

1.3.1 Quadrupolar interaction 

Quadrupolar interaction[25,27,28,32] manifests with nuclei having a spin value greater than 

1/2. More than 70% of NMR active nuclei are quadrupolar. The quadrupole moment, 𝑒𝑄, is an 

intrinsic property of a quadrupolar nucleus originating from the non-spherical ellipsoidal 

nuclear electric charge distribution, where ‘𝑒’ is the charge of the electron. Quadrupole moment 

can interact with the electric field gradients generated by the surrounding electrons or by the 

charges of other nuclei present in the sample. Electric field gradients indicate the deviation of 

the electronic charge clouds around the nucleus from the spherical symmetry. The quadrupolar 

interaction Hamiltonian in the tensorial form (Appendix A1.2) is given by  

                                                             ℋ𝑄 =
𝑒𝑄

2𝐼(2𝐼 − 1)ℏ
𝑺 ⋅ �⃗⃗⃡� ⋅ 𝑺                                               [1.67] 

where 𝑒𝑄 is the quadrupole moment, �⃡� is the electric field gradient tensor for a spin, 𝑆 . The 

interaction of a quadrupole moment with a field gradient in the PAF can be represented using 

the Hamiltonian,[91] 

                                   ℋ𝑄
𝑃𝐴𝑆 =

𝑒2𝑞𝑄

4𝑆(2𝑆−1)ℏ
[3𝑆𝑍

2 − 𝑆(𝑆 + 1) + 𝜂𝑄(𝑆𝑋
2 + 𝑆𝑌

2)].                        [1.68] 

where 𝑆𝑋 , 𝑆𝑌, 𝑎𝑛𝑑 𝑆𝑍 are the spin components in the PAF. Here, the asymmetry parameter is 

defined as 𝜂𝑄 =
(𝑉𝑋𝑋−𝑉𝑌𝑌)

𝑉𝑧𝑧
,  where (𝑉𝑋𝑋, 𝑉𝑌𝑌, 𝑉𝑍𝑍)  are the principal components of the electric 

field gradient tensor. As the trace of �⃡� is zero, it has no isotropic part. The anisotropy, 𝑒𝑞 is 

given in terms of 𝑍- component of the electrical field gradient tensor in the principal axes 

frame, 𝑉ZZ . The strength of quadrupolar interactions is sometimes represented in terms of the 

quadrupole coupling constant, 𝐶𝑄 =
𝑒2𝑞𝑄

ℎ
 which can range up to a few MHz. In terms of the 
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polar angles (𝜃, 𝜙), the transformation of spin operators from PAF to the laboratory frame 

(LAB) is given by Euler angles 𝛺𝑃𝐿(𝛼 = 𝜙, 𝛽 = 𝜃, 𝛾 = 0) (Appendix A1.2). A detailed 

description about the visualization of electric field tensor is provided by C. Bonhomme and J. 

Livage.[92.,93] The Hamiltonian in the laboratory frame takes the form,[28] 

ℋ𝑄
𝐿𝐴𝐵 =

𝑒2𝑞𝑄

4𝑆(2𝑆 − 1)ħ
{(
1

2
(3𝑐𝑜𝑠2𝜃 − 1)(3𝑆𝑧

2 − 𝑆(𝑆 + 1))

+
3

2
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 [𝑆𝑧(𝑆+ + 𝑆−) + (𝑆+ + 𝑆−)𝑆𝑧 +

3

4
𝑠𝑖𝑛2 𝜃(𝑆+

2 + 𝑆−
2)])} + 

𝑒2𝑞𝑄

4𝑆(2𝑆 − 1)ħ
{𝜂𝑄 [

1

2
𝑐𝑜𝑠 2𝜙 [(𝑠𝑖𝑛2 𝜃)(3𝑆𝑧

2 − 𝑆(𝑆 + 1)) + (𝑐𝑜𝑠2 𝜃 + 1)(𝑆+
2 + 𝑆−

2)]

+
1

2
𝑠𝑖𝑛 𝜃[(𝑐𝑜𝑠 𝜃 𝑐𝑜𝑠 2𝜙 − 𝑖 𝑠𝑖𝑛 2𝜙)(𝑆+𝑆𝑍 + 𝑆𝑍𝑆+)

+ (𝑐𝑜𝑠 𝜃 𝑐𝑜𝑠 2𝜙 + 𝑖 𝑠𝑖𝑛 2𝜙)(𝑆−𝑆𝑍 + 𝑆𝑍𝑆−)] +
𝑖

4
𝑠𝑖𝑛 2𝜙 𝑐𝑜𝑠 𝜃(𝑆+

2 − 𝑆−
2)]} 

[1.69] 

where now 𝑆𝑋 , 𝑆𝑌, 𝑎𝑛𝑑 𝑆𝑍 are the spin components in the laboratory frame. 

Under the secular approximation only terms which commute with the Zeeman interaction are 

retained such that 

         ℋ𝑄
𝐿𝐴𝐵(1) =

𝜔𝑄

4
[3 𝑐𝑜𝑠2 𝜃 − 1 + 𝜂𝑄 𝑠𝑖𝑛

2 𝜃𝑐𝑜𝑠 2𝜙][3𝑆𝑧
2 − 𝑆(𝑆 + 1)]          [1.70] 

where 𝜔𝑄 =
𝑒2𝑞𝑄

2𝑆(2𝑆−1)ħ
  is called the quadrupolar coupling frequency. As the quadrupolar 

coupling can vary up to several 𝑀𝐻𝑧, besides ℋ𝑄
𝐿𝐴𝐵(1) second-order perturbation theory 

corrections should be added resulting in the second order quadrupolar interaction 

Hamiltonian,[28,91,94] 

ℋ𝑄
𝐿𝐴𝐵(2) = −(

𝑒2𝑞𝑄

4𝑆(2𝑆 − 1)
)

2
𝑆𝑧
𝜔0
{−
1

5
(𝑆(𝑆 + 1) − 3𝑆𝑧

2)(3 + 𝜂𝑄
2) 

+
1

28
(8𝑆(𝑆 + 1) − 12𝑆𝑧

2 − 3)[(𝜂𝑄
2 − 3)(3 𝑐𝑜𝑠2 𝜃 − 1) + 6𝜂𝑄 𝑠𝑖𝑛

2 𝜃 𝑐𝑜𝑠 2𝜙] 

+
1

8
(18𝑆(𝑆 + 1) − 34𝑆𝑧

2 − 5)[
1

140
(8 + 𝜂𝑄

2)(35 𝑐𝑜𝑠4 𝜃 − 30 𝑐𝑜𝑠2 𝜃 + 3) 

    +
3

7
𝜂𝑄 sin

2 𝜃(7 cos2 𝜃 − 1) cos 2𝜙 +
1

4
𝜂𝑄
2 sin4 𝜃 cos 4𝜙]}                     [1.71] 
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Under MAS and for 𝜂𝑄 = 0, the first order and the second order quadrupolar interaction 

Hamiltonians can be written as: 

              ℋ𝑄
𝐿𝐴𝐵(1)(𝑡, 𝛽𝑄,  𝛾𝑄) = 𝜔𝑄(𝑡, 𝛽𝑄, 𝛾𝑄)[3𝑆𝑍

2 − 𝑆(𝑆 + 1)]                                       [1.72] 

where  𝜔𝑄(𝑡, 𝛽𝑄 , 𝛾𝑄) =
𝜔𝑄

3
[
1

8
sin2(𝛽𝑄)𝑐𝑜𝑠(2𝜔𝑅𝑡 + 2𝛾𝑄) −

1

4√2
sin(2𝛽𝑄) cos (𝜔𝑅𝑡 + 𝛾𝑄)]. 

where 𝜔𝑄 =
3𝜋𝐶𝑄

2𝑆(2𝑆−1) 
, and ℋ𝑄

𝐿𝐴𝐵(2)(𝑡, 𝛽𝑄,  𝛾𝑄) =
2(𝜔𝑄

2 )

9𝜔0𝑆
(𝐿 +𝑀 + 𝑁),                                  [1.73] 

𝐿 =
3

5
𝑆𝑍 {3𝑆𝑧

2 − 𝑆(𝑆 + 1)𝟏𝑆}, 

𝑀 =
3

56
 𝑆𝑍 {12𝑆𝑧

2 − 8𝑆(𝑆 + 1)𝟏𝑆 + 3𝟏𝑆}{𝑀1 𝑐𝑜𝑠(𝜔𝑅𝑡 + 𝛾𝑄)+𝑀2 𝑐𝑜𝑠(2𝜔𝑅𝑡 + 2𝛾𝑄)}, and 

𝑁 =
9

4480
𝑆𝑍 {−34𝑆𝑧

2 + 18𝑆(𝑆 + 1)𝟏𝑆 − 5𝟏𝑆}{𝑁0 − 40𝑁1𝑐𝑜𝑠(𝜔𝑅𝑡 + 𝛾𝑄) +

20𝑁2 𝑐𝑜𝑠(2𝜔𝑅𝑡 + 2𝛾𝑄) − 280𝑁3 𝑐𝑜𝑠(3𝜔𝑅𝑡 + 3𝛾𝑄) + 35𝑁4 𝑐𝑜𝑠(4𝜔𝑅𝑡 + 4𝛾𝑄)}, 

𝑀1 = −3(𝑠𝑖𝑛 2𝛽𝑄 )(𝑠𝑖𝑛 2𝜃𝑀 ) ,   𝑀2 = 3 (𝑠𝑖𝑛
2 𝛽𝑄)( 𝑠𝑖𝑛

2 𝜃𝑀), 

𝑁0 = (35 𝑐𝑜𝑠
4 𝛽𝑄 − 30 𝑐𝑜𝑠

2 𝛽𝑄 + 3)(35 𝑐𝑜𝑠
4 𝜃𝑚 − 30 𝑐𝑜𝑠

2 𝜃𝑚 + 3), 

𝑁1 = 𝑠𝑖𝑛 𝛽𝑄 (7 𝑐𝑜𝑠
3 𝛽𝑄 − 3𝑐𝑜𝑠 𝛽𝑄) 𝑠𝑖𝑛 𝜃𝑀 (7 𝑐𝑜𝑠

3 𝜃𝑀 − 3𝑐𝑜𝑠 𝜃𝑀), 

𝑁2 = 𝑠𝑖𝑛
2 𝛽𝑄 (7 𝑐𝑜𝑠

2 𝛽𝑄 − 1) 𝑠𝑖𝑛
2 𝜃𝑀 (7 𝑐𝑜𝑠

2 𝜃𝑀 − 1), 

𝑁3 = 𝑐𝑜𝑠 𝛽𝑄 𝑠𝑖𝑛
3 𝛽𝑄 𝑐𝑜𝑠 𝜃𝑀 𝑠𝑖𝑛

3 𝜃𝑀,𝑁4 = 𝑠𝑖𝑛
4 𝛽𝑄 𝑠𝑖𝑛

4 𝜃𝑀.                                            [1.74] 

In the equations above 𝟏S represents the 𝑆 −spin unit operator, ω0S represents the Larmor 

frequency of the 𝑆 −spin and 𝜃𝑚 denotes the magic angle. It can be noticed from Eq. [1.73] 

that the second order correction is inversely proportional to the Larmor frequency and hence 

its magnitude reduces upon increasing the magnetic field strength. It has an isotropic part and 

an anisotropic part, consisting of second and fourth order Legendre polynomials. The presence 

of fourth order Legendre polynomials prevents the complete averaging of second order 

quadrupolar interaction by MAS, and special techniques are required which are briefly 

mentioned in the next section. The energy corrections also depend upon the spin system under 

consideration. The quadrupolar nuclei considered in this work are 14N and 35Cl which are spin 

1 and 3/2 respectively. Hence the energy levels, transitions, energy corrections, spin dynamics, 

and spectral properties will be different.   
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1.3.2 Solid-state NMR of spin 1 and spin 3/2 nuclei 

Spin-1 nuclei (𝑆 = 1; e.g.:- 1H, 6Li, 14N, etc.)  in the presence of an external magnetic 

field have 2𝑆 + 1 = 3 energy levels corresponding to 𝑚𝑆 = 0,±1.  The transitions between 

two adjacent 𝑚𝑆 levels with 𝛥𝑚𝑆 = ±1 are known as single-quantum (SQ) transitions. Single-

quantum transitions are connected with single-quantum coherences in the density operator. 

Transitions with 𝛥𝑚𝑆 = ±2 are termed as double-quantum (DQ) transitions. Double-quantum 

coherences cannot be directly detected in pulse-acquire experiments but can be indirectly 

detected after conversion into single-quantum coherences. The frequency of single-quantum 

transitions depend on the energy corrections of the Zeeman energy levels under the influence 

of the first and second order quadrupolar interactions. The corrections to the energy levels due 

to first and second order quadrupolar interactions are sketched in Figure 1.9. 

 

Figure 1.9 Corrections to the Zeeman energy levels for a spin 1 nucleus under the influence of first and 

second order quadrupolar interactions are shown, where 𝜔𝑄
(𝑗)
= 𝛥𝐸𝑄

(𝑗)
/ℏ, as well as the frequencies 

of single and double-quantum transitions.  

Starting with 𝜌(0) = 𝑆𝑋, the time evolution of the spin system under static conditions can be 

obtained as[95] 

𝜌(𝑡) = 𝑈(𝑡, 0)𝜌(0)𝑈(𝑡, 0)† = 𝑒−𝑖ℋ𝑄
𝐿𝐴𝐵(1)𝑡𝑆𝑋𝑒

𝑖ℋ𝑄
𝐿𝐴𝐵(1)𝑡 

                          = (𝑆𝑋) cos(𝜔𝑄(𝜃)𝑡) + 2(𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌) sin(𝜔𝑄(𝜃)𝑡)                    [1.75] 

with 𝜔𝑄(𝜃) =
𝜔Q

4
[3 cos2 𝜃 − 1] for 𝜂Q = 0 (axial symmetry). The NMR signal is: 

              𝑆(𝑡, 𝜃) = 𝑇𝑟𝑎𝑐𝑒((𝑆𝑋)𝜌(𝑡)) = cos(𝜔𝑄(𝜃)𝑡) 𝑇𝑟{(𝑆𝑋)
2}∝ cos(𝜔𝑄(𝜃)𝑡)         [1.76] 
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since the second term in 𝜌(𝑡) does not contribute, as 𝑇𝑟(𝑆𝑋(𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌)) = 0. For a powder 

sample, the contribution to the intensity from different crystallite orientations in terms of ′𝜃′ 

results in a powder pattern in which the lineshape depends on the quadrupolar coupling 

parameters and can be obtained by Fourier transform of time domain signal, 

                        𝑆𝑝𝑜𝑤ⅆ𝑒𝑟(𝑡) =
1

4𝜋
∫ ∫ 𝑆(𝑡, 𝜃)

𝜋

0

2𝜋

0
𝑠𝑖𝑛𝜃𝑑𝜃𝑑𝜙.                                   [1.77] 

The splitting of the horns at 𝜃 = 900 in the resulting powder lineshape corresponds to 

a value 3𝐶𝑄/4 for a spin-1 nucleus. The horns represent the intensity contributions from crystal 

orientations for which the internuclear vector is perpendicular to the applied field, which is 

more probable. These features are illustrated in Figure 1.10. Double-quantum transitions are 

not affected by the first-order quadrupolar interaction. This can be seen by noting that double-

quantum coherences of the form |𝑚𝑆 = 1⟩⟨𝑚𝑆 = −1| commute with the first order-

quadrupolar interaction ℋ𝑄
𝐿𝐴𝐵(1). 

 

Figure 1.10 14N static spectrum simulated with first order quadrupolar interaction only. The 

quadrupolar parameters are 𝐶𝑄= 1 MHz and 𝜂𝑄 = 0. Simulations are performed with SIMPSON 

software using crystal file ZCW 28656. (The wiggles are a result of insufficient powder averaging.) 

Single-quantum transitions (𝑚𝑆 = ±1) can be divided into a central transition (CT) 

between energy levels with 𝑚𝑆 = −
1

2
 and 

1

2
 and satellite transitions (ST) between energy levels 

with 𝑚𝑆 =
3

2
 and 

1

2
 ; 𝑚𝑆 =

−1

2
 and 

−3

2
. It is seen that the frequency of central transition is not 

affected by first-order quadrupolar interaction (𝑀𝐻𝑧). Due to this, spin dynamics associated 

with central transition coherences is sometimes similar to that of a spin-1/2 system. This feature 

differentiates half-integer spins from integer spins quadrupolar nuclei. The frequency of central 
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transition is affected by the second order quadrupolar interaction resulting in a specific powder 

lineshape which can span up to a few kHz, depending on the quadrupolar coupling constant 

and the Larmor frequency.   

Spin-3/2 nuclei (S= 3/2 e.g. 7Li, 11B, 35Cl, etc.) in the presence of external magnetic 

field have 2𝑆 + 1 = 4 energy levels corresponding to 𝑚𝑆 = ±1/2,±3/2 as shown in Figure 

1.11.  

 

Figure 1.11 The corrections to the Zeeman energy levels for a spin 3/2 nucleus under the influence of 

the quadrupolar interaction are shown, where 𝜔𝑄
(𝑗)
= 𝛥𝐸𝑄

(𝑗)
/ℏ. Central, Satellite, Double and Triple 

quantum transitions are represented as CT (𝛥𝑚𝐼 = ±1), ST (𝛥𝑚𝐼 = ±1), DQ (𝛥𝑚𝐼 = ±2) and TQ 

(𝛥𝑚𝐼 = ±3) respectively. 

On the other hand, since single-quantum satellite transitions are perturbed by first-order 

quadrupolar interactions in nuclei with half-integer spin, the resulting powder spectrum is 

dominated by the first order quadrupolar interaction and can span up to MHz, depending on 

the quadrupolar coupling constant. As a result, for large quadrupolar couplings and even with 

ideal excitation of both central and satellite transitions, the contribution of the central transition 

to the powder lineshape is dominant when compared with the contribution of satellite 

transitions. An illustration of these features for a spin-3/2 nucleus and ideal excitation is 

provided in Figure 1.12. In reality it is not possible experimentally to have ideal excitation of 

the satellite transitions due to limited excitation bandwidth of the probe. As a result, satellite 

transitions contributions to the static spectrum are in most cases invisible, for large quadrupolar 

couplings. However, both quadrupolar coupling and asymmetry parameter can be determined 

from analysis of the central transition spectrum, as the characteristic lineshape depends on these 

parameters. Acquiring nuclei with very large quadrupolar interaction (~ MHz) by employing 

frequency stepped excitation,[96] piecewise acquisition,[97] and so on, has been demonstrated by 

Schurkho, Bryce, etc. A brief reference of this in the context of 14N is given in section 1.3.3. 
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Figure 1.12 Static spectrum of a spin-3/2 nucleus for 𝐶𝑄= 2 MHz, 𝜂𝑄 = 0 𝑎𝑛𝑑 𝐵0 = 400 𝑀𝐻𝑧. The 

inset shows the central transition region with the characteristic second-order quadrupolar lineshape. 

Satellite transitions appear as mirror images on both sides of CT and are spread over 1MHz. The 

simulation was performed with SIMPSON software and crystal file ZCW4180 was utilized.  

Under MAS, the satellite transition contributions to the spectrum breaks into spinning 

sidebands which are typically spread over many hundreds of kHz, with intensities one or more 

orders of magnitude lower than the intensity of the central transition, hence satellite transitions 

are usually difficult to observe under direct detection. Each sideband has a characteristic 

lineshape due to second-order quadrupolar interaction which is not averaged completely by 

MAS. The central transition contribution to the spectrum also consists of spinning sidebands 

with lineshapes due to second-order quadrupolar interaction. However, the intensity of 

centerband is much larger than that of sidebands. The central transition centerband has a 

smaller linewidth than in the static case due to partial averaging of second-order quadrupolar 

interaction by MAS. As a result, an increase in sensitivity and resolution is achieved by rotation 

at magic angle. As for the static case, analysis of the MAS lineshape of the centerband can 

yield both quadrupolar coupling and asymmetry parameter. Spectral lines resulting from both 

CT and ST exhibit specific line shapes resulting from second-order quadrupolar interaction. 

Though the line width arising from CT confines within a kHz range, ST give rise to spinning 

sideband manifold that spread about ~ MHz range, which pose challenge as it exceeds the RF 

excitation and detection bandwidth of the probe. 

Forbidden transitions with 𝛥𝑚𝑆 = ±2 and ±3 are termed as double and triple quantum 

(DQ, TQ) transitions respectively, collectively known as multiple quantum (MQ) transitions. 

The corresponding coherences can be detected only indirectly, by conversion into detectable 

single-quantum coherences. The following section deals with the solid-state NMR studies, 
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techniques and challenges of 14N, and 35Cl NMR. For both nuclei the quadrupolar interactions 

can range up to a few MHz. 

Triple-quantum transitions are not affected by the first-order quadrupolar interaction. 

This can be seen by noting that triple-quantum coherences of the form |𝑚𝑆 = 3/2⟩⟨𝑚𝑆 =

−3/2| commute with the first order-quadrupolar interaction ℋ𝑄
𝐿𝐴𝐵(1). 

1.3.3 Solid-state NMR studies of 14N (S=1) and 35Cl (S=3/2) systems and 

their challenges 

Experiments probing correlations between spin- 1/2 nuclei (I) and nuclear spins (S) with 

large anisotropic interactions (quadrupolar or chemical shift anisotropy) often offer valuable 

access routes to molecular structure and dynamics. In such experiments, development of 

efficient correlation schemes is not trivial and constitutes an ever-evolving theme of research. 

As these experiments are performed routinely under MAS, interference between the RF field 

and the large time-dependent quadrupolar interaction leads to complex spin dynamics and often 

results in poor and orientation-dependent transfer efficiency. Nevertheless, with even the 

strongest insufficient RF fields currently available, sensitivity poses a challenge to such 

correlation experiments. Apart from hyperpolarization techniques,[98] higher MAS rates[9] 

currently available provides additional advantage in designing new experiments, where 

sensitivity and resolution can be improved through proton detection in the direct dimension 

and correlation to the low sensitive quadrupolar nuclei is achieved via indirect dimension. 

Compared with direct-detection correlation schemes, proton-detected correlation experiments 

under fast and ultra-fast MAS usually offer substantial gains in sensitivity.  

Nitrogen is an important element in many areas of chemistry, biology, and materials. 

Solid state NMR of 14N has potential in providing structural information, nearest neighbour 

proximities etc. in biological systems, and material science. Though 14N is highly naturally 

abundant (99.6%), it is not a nucleus routinely used in solid-state NMR studies. Static 14N 

NMR spectra are often very broad, as illustrated in Figure 1.10, due to the large first-order 

quadrupolar interaction (1 − 5 𝑀𝐻𝑧), resulting in extremely poor sensitivity and resolution 

Though there are excitation techniques meant for acquisition of 14N spectra under static 

conditions, the use of MAS increases considerably the sensitivity and resolution. Still the 

anisotropic interactions will not be averaged out completely resulting in many spinning 

sidebands, hence still poor sensitivity, as shown in Figure 1.13.  
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Figure 1.13 The powder lineshape for quadrupolar interaction under MAS with a spinning speed of 25 

kHz is demonstrated using SIMPSON software for 14N nucleus in Histidine having 𝐶𝑄= 1.14 MHz and 

𝜂𝑄 = 0  using crystal file REP678 and 𝐵0 = 400 𝑀𝐻𝑧. 

Current NMR methods applied to 14N systems rely on piecewise acquisition, frequency 

swept excitation,[97] overtone irradiation,[99] low power single-sideband selective irradiation 

under MAS for broadband excitation,[100] broadband adiabatic-inversion CP (BRAIN CP),[101] 

Wideband Uniform Rate Smooth Truncation (WURST)[102] based Carr-Purcell Meiboom-Gill 

(CPMG)[103,104] schemes for acquiring ultra-wideline spectra,[105] 𝐷𝐴𝑁𝑇𝐸 excitation,[106] and, 

most notably, various indirect detection schemes of 14N spectra via 13C or 1H (HMQC)[107] such 

as J-HMQC,[108] D-HMQC,[109] etc. The indirect detection scheme introduced by Bodenhausen 

and coworkers has in fact opened up various possibilities for correlation experiments involving 

spin -1/2 nuclei dipolar-coupled to 14N nuclear spins.  

Following this, it was demonstrated that in dipolar-coupled 1H-14N systems, 

polarization transfer could be achieved through various recoupling schemes, e.g., rotary 

resonance recoupling (R3),[110] REDOR, [72] symmetry-based recoupling schemes[111] such as 

𝑆𝑅41
2-Rotational Echo Saturation Pulse DOuble Resonance (S-RESPDOR) and phase 

modulated-S-RESPDOR (PM-S-RESPDOR),[112] Rotor Echo Short Pulse IRrAdiaTION 

mediated cross polarization (RESPIRATION CP),[113] TRAPDOR-HMQC,[114] etc. Sensitivity 

is still not outstanding, especially at low or moderate MAS rates (< 60 kHz). In addition, due 

to non-uniform excitation or transfer, resulting line-shapes are far from ideal, hence posing 

challenge in retrieving the quadrupolar coupling constant and asymmetry parameter accurately.  
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35Cl is a highly abundant (75.78 %) half-integer quadrupolar nucleus having spin value 

3/2. It possesses comparatively higher gyromagnetic ratio than the 37Cl isotope which has the 

same spin. Because of the large quadrupolar interactions, the resolution of the resulting 

spectrum is hampered irrespective of the type of transitions involved, due to the second order 

broadening. The ability to excite or select CT, ST, or MQ transitions opened avenues towards 

resolution and sensitivity enhancement in NMR of half-integer quadrupolar nuclei.  

Among the methods which have contributed to the conceptual development of the solid-

state NMR of half-integer quadrupolar nuclei, double rotation (DOR),[10] dynamic angle 

spinning (DAS),[11] multiple quantum magic angle spinning (MQMAS),[12] and satellite-

transition MAS (STMAS)[13] are noteworthy. Out of them, it is important to refer to 

MQMAS,[12] which revolutionized the field of solid-state NMR of quadrupolar nuclei 

compared to any previously existing techniques. For a spin-3/2, MQMAS involves excitation 

of triple-quantum coherences, their evolution in the indirect dimension, conversion into single-

quantum central transition coherence followed by detection. A refocusing of the anisotropic 

part of the second-order quadrupolar interaction leaves only isotropic second-order 

quadrupolar shifts in the indirect dimension, hence high spectral resolution is achieved.   

STMAS[13] which followed, works on similar principles, but selects the satellite transitions in 

the indirect dimension. STMAS experiments are more demanding, requiring an accurate setting 

of the magic angle and highly stable spinning speeds. Various options for recoupling of 

homonuclear and heteronuclear dipolar interaction have been introduced later and often 

incorporate MQMAS or STMAS blocks in CP or HMQC-type experiments.  

Solid-state Heteronuclear Multiple-Quantum Coherence (HMQC)[107] experiments 

constitute an important class of indirect-detection correlation schemes. HMQC experiments 

involve transfer of I-spin polarization to heteronuclear coherences (excitation), time evolution 

of these coherences during indirect dimension, transfer back to I-spin single-quantum 

coherences (reconversion), and finally detection. Initially introduced and developed for 14N 

(𝑆 = 1) indirect detection,[107] HMQC experiments have been later extended to half-integer 

spins.[115] Usually, excitation and reconversion periods contain a train of pulses or pulses and 

delays, with well-defined phases and durations, applied on I channel with the purpose of 

recoupling the I-S dipolar interaction. However, Jarvis et al.[114] introduced an S-channel 

recoupling scheme, involving indirect detection of 14N through 1H or 13C signals at moderate 

to high MAS. Through long periods of RF irradiation on the 14N channel, the polarization 

transfer is achieved from 1H or 13C to heteronuclear coherences involving single and double 
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quantum 14N terms. They have demonstrated that such a scheme affords good transfer 

efficiency and allows extraction of quadrupolar parameters via numerical simulation.  

Outline of the thesis 

  The first part of the thesis deals with a comprehensive investigation of 1𝐻(𝐼) →

14𝑁(𝑆) CP spin dynamics and in particular the efficient 1𝐻 → 14𝑁 → 1𝐻 CP transfer in 

double CP experiments in the context of Ref. [17]. A detailed analytical solution of the 

associated time-dependent problem is challenging due to the interference between the large 14N 

time-dependent quadrupolar interaction and 14N RF irradiation. Towards this, an effective 

Hamiltonian is calculated numerically using the matrix logarithm approach and in parallel 

Floquet theory. The structure of the effective Hamiltonian is investigated. Employing RF 

strengths and MAS rates similar to the experimental studies in Ref. [17], various features 

specific to efficient transfer under CPMAS are addressed. A proof is given for the important 

observation that the sign of double CP signal is largely independent on crystallite orientation. 

The theoretical observations are substantiated with the experimental observations presented in 

Ref. [17].  

In the second part, we study the spin dynamics associated with the TRAPDOR- HMQC 

type experiment (T-HMQC) implemented by Hung and Gan on active pharmaceutical 

ingredients (API) where remote 1H (I) spins are dipolar coupled to 35Cl (S) nuclei.[20] They have 

demonstrated that such a scheme affords good transfer efficiency and allows extraction of 

quadrupolar parameters via numerical simulation. Subsequently, Bayzou et al.[21] have 

presented an extensive experimental and theoretical study of T-HMQC. Experiments were 

demonstrated on 1H-135Pt/14N/35Cl systems with nuclear spin 𝑆 =  1/2, 1 and 3/2 respectively. 

In this work, we offer additional insights into the machinery of T-HMQC experiments for 𝑆 =

 3/2. Analytical conclusions are derived and confronted with numerical simulations in which 

the exact effective Hamiltonian is evaluated with the matrix logarithm approach and its 

structure was investigated. Subsequently, for the full T-HMQC experiment, the truncation 

approximation is utilized to derive analytically the dependence of the sign (phase) of the I-spin 

signal on the coherence type created by TRAPDOR irradiation. Different conditions driving 

the coherence transfer mechanism are explored. 

The thesis concludes with a brief chapter on summary and discussion of the work 

carried out. 
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2 
Spin Dynamics of 1H-14N Cross Polarization and  

Double Cross Polarization at fast MAS  

2.1 Introduction 
 

Cross Polarization under magic angle Spinning (CPMAS) is a technique which mediates 

transfer of polarization from abundant nuclei (I) to any dipolar coupled nuclei (S) which are 

less abundant and/or have low gyromagnetic (𝛾), yielding sensitivity enhancements in the order 

of   𝛾𝐼/𝛾𝑆.
[14,15] Magnetization transfer is achieved, through application of simultaneous RF  

irradiation on both I and S channels, when the RF strengths satisfy a certain condition called 

the Hartmann–Hahn match. Magnetization transfer in CPMAS experiments may have low 

efficiency either due to the presence of large chemical shift anisotropy (CSA) of the S nucleus 

or due to its large first order quadrupolar coupling (~ MHz).  Sensitivity enhancement via CP 

under static conditions can be achieved by employing frequency modulated pulses on the S 

channel.[8,116-120] However, under MAS these techniques usually are less efficient due to the 

multiple time dependencies of the spin Hamiltonian and the resulting interference with the 

transfer process. In the case of half-integer quadrupolar nuclei, reasonable CPMAS efficiency 

may be achieved by transfer of magnetization to the central transition which is not affected by 

the first order quadrupolar interaction.[121,122] The feasibility of magnetization transfer from 

protons to spin 1 nuclei under MAS and the spin dynamics associated with the transfer process 

was investigated in various contexts, as discussed below. 

Proton-deuterium CP dynamics under slow MAS was considered theoretically and 

demonstrated experimentally by L. Müller, in partially deuterated and perdeuterated 

polycrystalline solids.[123] Based on a spin temperature approach, an efficient CP match was 

predicted under adiabatic conditions and demonstrated experimentally when the sample was 

spun at very slow MAS. In the context of rotational echo (14N/13C/1H) triple resonance 

experiments, Grey et al. have investigated the relation between 14N spin lock and the 

adiabaticity of the spin dynamics.[124] A quantitative description of 2H CPMAS experiments 

and the spin dynamics under spin lock within the Floquet formalism was provided by Marks et 

al.[86] For a spin 1 nucleus subjected to quadrupolar interaction in the 100 kHz range and under 

RF irradiation, it was found that the eigenstates and eigenvalues of the Floquet Hamiltonian, 
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as well as the effective Hamiltonian, exhibit a strong dependence on crystallite orientation. 

Spin states which commute with the Floquet Hamiltonian were termed as locked in Floquet 

space. For an 𝑆 − 𝐼𝑁 system with 𝑁 sufficiently large and under reasonable assumptions, it was 

shown that the state of the system is locked in Floquet space after a long CP contact.[125] 

Deuterium Spin lock and CPMAS dynamics under adiabatic conditions were revisited by 

Gopalakrishnan and Bodenhausen.[126] Adiabatic conditions were exploited to derive analytical 

expressions for the spin-lock propagator and the deuterium density operator. Spin-locked states 

were predicted for which the density operator would vary co-periodically with the MAS 

frequency, after initial decay of transient components in the density operator. CP matching 

conditions were derived which essentially depended on an effective nutation frequency of the 

deuterium spin. The CP transfer efficiency was found to depend on crystallite orientation. S. 

Wi et al. proposed and demonstrated 1H - 2H CPMAS experiments involving frequency-swept 

pulses applied on the deuterium channel at MAS rates of 60 kHz, and under sudden passage 

conditions.[127] Average Hamiltonian Theory (AHT)[55,56] and intensive numerical simulations 

showed that due to frequency sweep both zero quantum (ZQ) and double quantum (DQ) 

transfer processes would occur at different instants during CP contact time. Although not 

directly connected with CPMAS, Pell et al. provided a comprehensive theoretical description 

and experimental implementation of efficient excitation of 14N double quantum coherences 

using low-power phase-modulated pulses at ultrafast MAS.[100] For low RF power, an AHT 

Hamiltonian comprising the first two terms in the Magnus expansion was sufficient to 

quantitatively describe spin dynamics for most crystallite orientations.[56] 

In principle, solid state NMR of 14N, a spin-1 nucleus 99.6 % abundant, has potential in 

providing structural information, nearest neighbour proximities etc. in biological systems, 

material science and so on. However, due to its large quadrupolar coupling (in the MHz range), 

direct excitation and detection are not efficient at currently available RF strengths and MAS 

rates. A considerable boost in sensitivity of 14N NMR was achieved more than a decade ago 

through the invention of suitable indirect detection techniques by Bodenhausen and 

coworkers,[108,128,129] and by Z. Gan.[107,109] In these experiments 13C-14N or 1H-14N 

heteronuclear coherences are excited, evolve rotor-synchronously in the indirect dimension, 

and are converted into 13C or 1H single quantum coherences which are finally detected. 

Essentially, the efficiency of the indirect method is given by the folding of all first order 

quadrupolar spinning sidebands in the indirect dimension thanks to the rotor-synchronized 

evolution of the heteronuclear coherences.[130]  
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Subsequently, Bodenhausen and coworkers[17] reported an efficient 14N indirect detection 

with a 1H →14N→1H  2D double cross polarization (double CP) experiment at a magic angle 

spinning (MAS) rate of 60 kHz. The schematic of double CP pulse sequence is given in Figure 

2.1.  

 

Figure 2.1: Schematic of the 1H →14N→1H double-CP pulse sequence. 𝜔1𝐼 and 𝜔1𝑆 represent 

the RF amplitudes of the CP pulses which are applied for a duration 𝜏𝐶𝑃. The phase cycle used 

is: 𝜙1 = 4{y}, 4{–y}, 4{y}, 4{–y}, 𝜙2 = 8{x}, 8{–x}, 𝜙3 = 4{x, –x}, 4{–x, x}, 𝜙4 = 2{x}, 2{–

x}, 𝜙5 = x, 𝜙𝑅= x, –x, –x, x, –x, x, x, –x, –x, x, x, –x, x, –x, –x, x.  

Double CP pulse sequence starts with a 90o excitation pulse on the proton channel. The 

resulting proton magnetization is transferred to 14N through 1H-14N CP transfer block of 

duration, 𝜏𝐶𝑃 creating single quantum 14N coherences. The coherences evolve under chemical 

shifts and second order quadrupolar interactions during t1 evolution. The t1 interval is 

incremented in steps of rotor periods in-order to refocus the first order quadrupolar interactions 

under MAS, under precise magic-angle setting. The evolved single quantum 14N coherences 

are transferred back to the proton coherence by a reverse CP transfer. Finally, the proton 

magnetization is detected in the t2 interval. The experiments were demonstrated on 

polycrystalline samples with 14N quadrupolar couplings in the 1-4 MHz range. Subsequently, 

they have shown the potential of the 1H-14N double CP experiment by applying it to study 

amide functions in polypeptides[18] and guanine quartet self-assemblies.[19] The relatively 

straightforward implementation of 1H-14N double CP experiments is noteworthy. 

In this work we provide a comprehensive investigation of 1𝐻(𝐼) → 14𝑁(𝑆) CP spin 

dynamics and in particular the efficient 1𝐻 → 14𝑁 → 1𝐻 CP transfer in double CP 

experiments. A detailed analytical solution of the associated time-dependent problem is 

challenging due to the interference between large 14N time-dependent quadrupolar interaction 

and 14N RF irradiation. Spin dynamics of the CPMAS[15,131] process for spin-1 nuclei dipolar-

coupled to protons was investigated in various contexts.[86,100,123,124,126,127] A few contributions 
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relevant to the work presented here are mentioned below. Gan and coworkers[132] studied spin 

dynamics in 1H/14N HMQC[8,107-109,128-130] and double CP experiments under fast MAS. An 

insightful qualitative picture, employing AHT and Floquet theory in the jolting frame 

essentially within zeroth order approximation, was provided, showing that the effect of the 

large quadrupolar interaction is to introduce a scaling and a phase of the 14N RF field which is 

dependent on crystallite orientation. The RF phase spread occurring for different crystallites 

causes cancellation of the CPMAS signal in a powder. It was predicted that, when two long 

14N pulses are used, like in HMQC and double CP experiments, the phase cancellation is 

nullified resulting in coherent signal addition in a powder.  

Preliminary brute force simulations performed with many individual crystallite 

orientations confirmed the two important predictions of Gan and coworkers.[132] However, with 

parameters close to the experimental values of Ref. [17]  we found that an average Hamiltonian 

computed in the jolting frame with first three terms in the Magnus expansion was not able to 

predict the S-spin dynamics under spin lock for a large number of crystallite orientations. 

Therefore, in order to understand in more detail the 1𝐻(𝐼) → 14𝑁(𝑆) CP spin dynamics, and 

in particular the efficient 1𝐻 → 14𝑁 → 1𝐻 CP transfer, we have utilized in parallel the 

logarithm and Floquet approaches for numerical calculation of the effective Hamiltonian. 

Within the Floquet formalism an accurate numerical effective Hamiltonian can be obtained by 

numerical diagonalization of the Floquet Hamiltonian.[86] Within the matrix logarithm method 

a numerical effective Hamiltonian is obtained by evaluating numerically the propagator over 

one cycle time and subsequently computing its matrix logarithm.[63-69] Since the complex 

logarithm function is multivalued, the generated effective Hamiltonian may not be unique and 

its interpretation requires caution, depending on the problem under study. A powerful 

algorithm, COMPUTE (Computation Over one Modulation Period Using Time Evolution), 

which allows calculation of spectral frequencies and amplitudes without estimating signal for 

long acquisition times was introduced in Ref. [68]. It calculates numerically and utilizes both 

eigenvalues of the effective Hamiltonian and a set of intermediate propagators. The 

equivalence between effective Hamiltonians generated by the Floquet and multi-step 

approaches was proved by Ding and McDowell[133]: the eigenvalues of these effective 

Hamiltonians can differ only through multiples of the modulation frequency. The equivalence 

of the effective Hamiltonians generated by logarithm and Floquet approaches was tested for 

the problem considered here. We found that both approaches provided identical effective 

Hamiltonians, within inherent numerical errors. This equality is in fact general and it is shown 
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that it follows from the fact that both methods confine the eigenvalues to the (−𝜔 2⁄ ,𝜔 2⁄ ] 

interval, where 𝜔 is the modulation frequency. In order to obtain an interpretable effective 

Hamiltonian we have performed an additional rotating frame transformation with respect to the 

usual doubly rotating frame. We found that the effective Hamiltonian in the new rotating frame 

can be obtained by a simple rearrangement of eigenvalues of the effective Hamiltonian in the 

doubly rotating frame. We presume that this procedure may be extended to other time-

dependent problems. 

We found that the effective Hamiltonian thus computed contains virtually all possible spin 

operators in the chosen basis and the coefficients of these spin operators depend strongly on 

the crystallite orientation.  Correlation between the structure of the effective Hamiltonian and 

the CP signal indicates that significant CP transfer occurs for a given crystallite orientation 

when (A) all pure 14N spin terms in the effective Hamiltonian are small, except for 𝑆𝑋 and 𝑆𝑍, 

and simultaneously (B) the proton and the 14N effective RF strengths, 𝜔1𝐼
𝑒𝑓𝑓

 and  𝜔1𝑆
𝑒𝑓𝑓

 satisfy 

|𝜔1𝑆
𝑒𝑓𝑓
| ≅ |𝜔1𝐼

𝑒𝑓𝑓
|.  For a given proton RF strength 𝜔1𝐼, the above condition is satisfied only in 

certain ranges of crystallite orientations thereby resulting in non-uniform CP transfer in a 

powder. Furthermore, the sign of 𝜔1𝑆
𝑒𝑓𝑓

strongly depends on crystallite orientation and the sign 

of CPMAS signal follows the sign of 𝜔1𝑆
𝑒𝑓𝑓

. In terms of the proton RF strength the matching 

condition in (B) can be written as |𝜔1𝑆
𝑒𝑓𝑓
| ≅ 𝜔1𝐼 − 𝜔𝑅,  𝜔𝑅 is the MAS angular frequency. We 

also predict and verify other matching conditions employing multiples of the spinning 

frequency or involving other 14N RF strengths. On the contrary, simulations show that the sign 

of double CP signal is largely independent of crystallite orientation. For this crucial feature, we 

provide an analytical proof which also allows us to calculate the ratios of transfer amplitude in 

1𝐻 → 14𝑁 and 14𝑁 → 1𝐻 CP processes. The proof assumes only 𝑆𝑋 or 𝑆𝑌 coherences during 

indirect dimension. However, we found that, besides 𝑆𝑋 and 𝑆𝑌, several other single-quantum 

coherences (which cannot be distinguished from 𝑆𝑋 and 𝑆𝑌 by phase-cycling) are present in the 

indirect dimension and contribute to the double CP signal. Domination of these additional 

coherences at short contact times leads to a reversal of the double CP signal. This rather unusual 

behavior was observed experimentally by Bodenhausen and coworkers.[17] We also investigate 

the effect on sensitivity of a ramped 1H RF strength during CP, second-order quadrupolar 

lineshapes in double CP experiments, the connection between 14N spin-lock and CP transfer, 

etc.  
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 All simulations presented in the manuscript are performed using home-written 

MATLAB® (The Mathworks, Inc.) code.  In this context it is worth mentioning that the optimal 

control module of SIMPSON[38] simulation software offers the option of computing effective 

Hamiltonians numerically. 

2.2 Effective Hamiltonian with logarithm and Floquet approaches 
 

For a periodic time-dependent Hamiltonian ℋ(𝑡) with modulation frequency 𝜔 and 

period 𝑇 = 2𝜋/𝜔, the time evolution of the system is given by 

                                                       𝜌(𝑡) = 𝑈(𝑡, 0)𝜌(0)𝑈†(𝑡, 0),                                             [2.1]                          

where the propagator 𝑈(𝑡, 0) satisfies Schrödinger equation 

                                            𝑖𝑑𝑈 𝑑𝑡⁄ = ℋ(𝑡)𝑈.             [2.2] 

The propagator for one period, 𝑈(𝑇, 0), is unitary and hence can be expressed as  

                                                                𝑈(𝑇, 0) = exp(−𝑖ℋ𝑒𝑓𝑓𝑇),             [2.3] 

where ℋ𝑒𝑓𝑓 represents an effective Hamiltonian capable of predicting the density operator at 

any multiple of the period. If the Hamiltonian does not commute with itself at different times, 

an exact analytical expression of  𝑈(𝑡, 0) is generally not accessible but approximate analytical 

or numerical methods are available. The propagator 𝑈(𝑇, 0) can be obtained numerically as  

                                                        𝑈(𝑇, 0) ≅ ∏ 𝑒𝑥𝑝(−𝑖ℋ(𝑡𝑘)Δt)𝑘 ,                         [2.4] 

where Δ𝑡 is sufficiently small such that ℋ(𝑡) is practically constant over the Δ𝑡 interval.  

The matrix logarithm and Floquet numerical procedures, used in this work for 

generating effective Hamiltonians, are briefly discussed below. The matrix logarithm method 

proceeds in two steps. (A) First the propagator 𝑈(𝑇, 0) is numerically calculated and (B) an 

effective Hamiltonian 𝐻𝑒𝑓𝑓
𝑙𝑛  is subsequently constructed by taking the matrix logarithm[22] of 

𝑈(𝑇, 0) 

                                                            ℋ𝑒𝑓𝑓
𝑙𝑛 = ln(𝑈(𝑇, 0)) (−𝑖𝑇)⁄ .                                          [2.5] 

The Hamiltonian 𝐻𝑒𝑓𝑓
𝑙𝑛  can be written as 

                                                            ℋ𝑒𝑓𝑓
𝑙𝑛 = ∑𝜖𝑗|𝜖𝑗⟩⟨𝜖𝑗|,                            [2.6] 
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where 𝜖𝑗 and |𝜖𝑗⟩ represent the corresponding eigenvalues and eigenvectors. The eigenvalues 

𝜖𝑗   are not unique as the replacement 𝜖𝑗 → 𝜖𝑗 + 𝑘𝑗𝜔, where 𝑘𝑗 are integers, leads to the same 

propagator 𝑈(𝑇, 0). The matrix logarithm numerical algorithm automatically choses 𝜖𝑗 in the 

(−𝜔 2⁄ ,𝜔 2⁄ ] interval.[22] 

Within Floquet approach, from the periodic time-dependent Hamiltonian ℋ(𝑡) =

∑ ℋ𝑛𝑒
𝑖𝑛𝜔𝑡

𝑛 , an infinite dimensional time-independent Hamiltonian, ℋ𝐹 is constructed with 

which the evolution of the density operator can be predicted. The Floquet Hamiltonian 

corresponding to the time-dependent Hamiltonian can be written in the basis {|𝑖, 𝑛⟩}, where |𝑖⟩ 

constitute a basis of the Hilbert space and {|𝑛⟩}𝑛∈𝑍, is the Fourier basis. In terms of the number 

operator N and ladder operators 𝐹𝑛, defined as ⟨𝑚 + 𝑛|𝐹𝑛|𝑚⟩ = 𝟏, and ⟨𝑚|𝑁|𝑚′⟩ = 𝑚𝛿𝑚,𝑚′𝟏, 

where 1 is the Hilbert space unit matrix, the Floquet Hamiltonian ℋ𝐹 can be expressed as 

ℋ𝐹 = 𝑁𝜔 + ∑ ℋ𝑛

∞

𝑛=−∞

𝐹𝑛. 

 In order to obtain an effective Hamiltonian, the Floquet Hamiltonian is first diagonalized, 

Λ𝐹 = 𝐷𝐹
−1ℋ𝐹𝐷𝐹 = Λ0𝐹0 +𝑁𝜔, where Λ0 is diagonal in the Hilbert space, and 𝐷𝐹 is the 

diagonalization matrix. From 𝐷𝐹 a unitary matrix 𝐷 in Hilbert space can be constructed and an 

effective Hamiltonian can be computed as  

ℋ𝑒𝑓𝑓
ℱ = 𝐷Λ0𝐷

−1. 

In a numerical approach, the infinite dimensional Floquet Hamiltonian is truncated to some 

finite dimension sufficiently large to ensure convergence. The diagonalization of ℋ𝐹 is 

performed numerically and the elements of  Λ0 are usually confined within the (−𝜔/2,𝜔/2] 

interval.[59,82,83] 

Since ℋ𝑒𝑓𝑓
𝑙𝑛  and ℋ𝑒𝑓𝑓

ℱ  correspond to the same propagator 𝑈(𝑇, 0) their eigenvectors should 

be the same. If, in addition, eigenvalues of both effective Hamiltonians are constrained to the 

(−𝜔 2⁄ ,𝜔 2⁄ ] interval, it follows that 

ℋ𝑒𝑓𝑓
𝑙𝑛 = ℋ𝑒𝑓𝑓

ℱ . 

The relation between the (−𝜔 2⁄ ,𝜔 2⁄ ] constraint and the structure of the effective 

Hamiltonian is discussed in the following sections.  
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2.3 Spin dynamics in 1H-14N CPMAS and double CP experiments 
 

System Hamiltonian 

We consider a dipolar-coupled 𝐼 − 𝑆 spin pair (𝑆 = 1, 𝐼 = 1/2), under magic angle 

spinning at angular frequency 𝜔𝑅 and subjected to irradiation at RF strengths 𝜔1𝐼 and 𝜔1𝑆 on 

I and S channels respectively. First and second-order nuclear quadrupolar interactions of S are 

included in the Hamiltonian. We consider an axially-symmetric quadrupolar interaction 

(asymmetry parameter, 𝜂𝑄 = 0) with 𝑍 axis of PAF of the quadrupolar tensor described by 

polar angles 𝛽𝑄 and 𝛾𝑄 with respect to the rotor-frame coordinate system. The internuclear 𝐼 −

𝑆 vector, 𝒓𝐼𝑆, is characterized by polar angles 𝛽𝐷 and 𝛾𝐷 in the rotor frame. The angle between 

the 𝑍 principal axis of the quadrupolar tensor and internuclear 𝐼 − 𝑆 vector is denoted by 𝜃𝑄𝐷.  

The Hamiltonian of the system can be written as 

ℋ(𝑡) = 𝜔1𝐼𝐼𝑋+𝜔1𝑆𝑆𝑋 + Δ𝜔𝑄(𝛽𝑄)𝑆𝑍 + 𝜔𝑄(𝑡, 𝛽𝑄, 𝛾𝑄)[3𝑆𝑍
2 − 𝑆(𝑆 + 1)] 

                                                                            + 𝑑(𝑡, 𝛽𝐷 , 𝛾𝐷)2𝐼𝑍𝑆𝑍.                   [2.7]   

where 𝜔𝑄(𝑡, 𝛽𝑄 , 𝛾𝑄) is the first-order quadrupolar frequency, Δ𝜔𝑄(𝛽𝑄) is the MAS-averaged 

second-order quadrupolar interaction, and 𝑑(𝑡, 𝛽𝐷, 𝛾𝐷) is the dipolar coupling. Both 𝜔𝑄 and 

Δ𝜔𝑄 depends on quadrupolar coupling constant 𝐶𝑄 = 𝑒
2𝑄𝑞/ℏ, where 𝑒𝑄 is the quadrupole 

moment and 𝑒𝑞 is the principal component 𝑉𝑍𝑍 of electric field gradient tensor in the PAF. The 

second order quadrupolar interaction corresponds to a Larmor frequency of 43.36 MHz (1H 

600 MHz). The dipolar interaction is characterized by dipolar coupling, 𝜔𝐷 = −𝜇𝑜𝛾𝐼𝛾𝑠ℏ/

4𝜋𝑟𝐼𝑆
3 , where 𝛾𝐼 and 𝛾𝑆 are gyromagnetic ratios of 𝐼 and 𝑆. The expressions of these frequencies 

are provided in Appendix A2.1. When 𝜃𝑄𝐷 = 0, a common set of polar angles, 𝛽 and 𝛾, is used 

to characterize both quadrupolar and dipolar interactions. In numerical estimations, instead of 

angular frequency quantities, we utilize their frequency analogues, e.g. 𝜈1𝑆, 𝜈𝑅, 𝜈𝐷. 

 In order to derive preliminary insight on 1H-14N CPMAS and double CP spin dynamics, 

numerical simulations were performed focusing on the dependence of CPMAS and double CP 

signals on crystallite orientation. With the propagator computed numerically according to Eq. 

[2.4], the density operator is evaluated at multiples of rotor period 𝑇𝑅 = 2𝜋/𝜔𝑅. We have 

divided 𝑇𝑅 into 500 discrete steps giving Δ𝑡 =  𝑇𝑅/500 which ensured numerical convergence 

for our problem.  For double CP experiments, a filtration of the density operator at the end of 
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the first CP block is performed keeping only 𝑆𝑋 or 𝑆𝑌 terms in order to mimic phase cycling. 

The parameters employed are similar to the experimental values utilized in Ref. [17] and are 

given in Figure 2.2. 

 

 

 

 

 

 

 

 

 

Figure 2.2 Brute force simulations showing (a) dependence of the CPMAS signal on crystallite 

orientation, (b) a slice of (a) displaying the dependence of CPMAS signal on 𝛾 for 𝛽 = 32°, (c) CPMAS 

signal buildup as function of time for 3 selected 𝛾 angles and 𝛽 = 32°. Brute force simulations showing 

(d) dependence of double CP signal on crystallite orientation, (e) a slice of (d) displaying the 

dependence of double CP signal on 𝛾 for 𝛽 = 32°, (f) double CP signal buildup as function of time for 

3 selected 𝛾 angles and 𝛽 = 32°. Parameters employed are: 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 46 𝑘𝐻𝑧, 𝜈𝑅 =
60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0, 𝜈𝐷 = 10 𝑘𝐻𝑧, 𝜃𝑄𝐷 = 0. For (a), (b), (d), (e) the contact time is 

10 rotor periods. For (c) and (f), the CPMAS and double CP signals are calculated in steps of 𝑇𝑅 up to 

12𝑇𝑅. 

The output of numerical simulations carried out for a CPMAS experiment at a spinning 

speed of 60 kHz is presented in Figure 2.2(a-c). From Figure 2.2(a) it can be seen that CP 

transfer occurs only for certain 𝛽-angle regions and 〈𝑆𝑋〉 may be parallel or anti-parallel to the 

direction of the 14N RF field depending on 𝛽 and 𝛾. For a given 𝛽, 〈𝑆𝑋〉 has positive or negative 

values depending on 𝛾 resulting in destructive addition of CPMAS signals in a powder. The 

output of numerical simulations performed for a double CP experiment under similar 

conditions is presented in Figure 2.2(d-f). As before, the transfer occurs selectively for the same 

𝛽-angle regions, however signals arising from different orientations have the same sign and 

hence add constructively in a powder. This addition may result in good transfer efficiency for 

double CP experiments, in contrast to CPMAS experiment. These features were predicted by 

Gan and co-workers.[132] 
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It is instructive to consider the CPMAS transfer in the absence of quadrupolar 

interaction, where polarization transfer occurs at the usual Hartmann-Hahn conditions, |𝜈1𝐼| ±

|𝜈1𝑆| = 𝑛𝜈𝑅. In this case, it can be shown analytically that CPMAS signal is independent of γ, 

has smooth variation with respect to β, and the sign of the signal is independent of crystallite 

orientation. By applying one of the general bounds on polarization transfer introduced in Ref. 

[134], the smallest upper bound is found to be 0.5 for our system, a value which can also be 

obtained explicitly within AHT. The CPMAS signal, as a function of 𝛽 and 𝛾, is shown in 

Appendix A2.2. The maximum signal achieved (Appendix A2.2) is very close to 0.5. 

2.3.2 Structure of the effective Hamiltonian  

In this sub-section, numerical effective Hamiltonians are calculated with the logarithm 

and Floquet approaches and their structure is discussed. In order to facilitate interpretation, the 

effective Hamiltonians are expanded in terms of a set of Hermitian spin operators, 𝑂𝑝, which 

form a basis for the linear space of all 6 × 6 matrices. We choose to use a hybrid basis involving 

Hermitian linear combinations of spherical tensor operators.[95] This basis contains pure I 

operators, 𝐼𝑋 , 𝐼𝑌, 𝐼𝑍, pure 𝑆 operators, 𝑆𝑋 , 𝑆𝑌, 𝑆𝑍,  𝑆𝑋𝑆𝑍 + 𝑆𝑍𝑆𝑋,  𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌, (3𝑆𝑍
2 − 2),

(𝑆+
2 + 𝑆−

2)/2 , (𝑆+
2 − 𝑆−

2)/2𝑖, and 𝐼𝑆 terms like 𝐼𝑍𝑆𝑍, ( 𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌)𝐼𝑋, etc. The matrix 

representations of these spin operators are provided in Appendix A 2.3. The coefficient 𝜔𝑝
𝑒𝑓𝑓

 

of a given operator 𝑂𝑝 is calculated as 𝜔𝑝
𝑒𝑓𝑓

= Tr{ℋ𝑒𝑓𝑓𝑂𝑝}/Tr{𝑂𝑝
2}. Table 2.1 provides the 

labeling of 𝜔𝑝
𝑒𝑓𝑓

 coefficients corresponding to different spin. The coefficients 𝜈𝑝
𝑒𝑓𝑓

= 𝜔𝑝
𝑒𝑓𝑓
/2𝜋 

are expressed in kHz wherever plotted. 

 Spin operator 𝜔𝑝
𝑒𝑓𝑓

 Spin operator 𝜔𝑝
𝑒𝑓𝑓

 

𝐼 terms 𝐼𝑋 , 𝐼𝑌, 𝐼𝑍 𝜔1𝐼
𝑒𝑓𝑓
, 𝜔𝐼𝑌

𝑒𝑓𝑓
𝜔𝐼𝑍
𝑒𝑓𝑓

   

 

𝑆 terms 

𝑆𝑋 , 𝑆𝑌, 𝑆𝑍 𝜔1𝑆
𝑒𝑓𝑓
, 𝜔𝑆𝑌

𝑒𝑓𝑓
𝜔𝑆𝑍
𝑒𝑓𝑓

 3𝑆𝑍
2 − 2 𝜔𝑆𝑍2

𝑒𝑓𝑓
 

 𝑆𝑋𝑆𝑍 + 𝑆𝑍𝑆𝑋 𝜔𝑆𝑋𝑍
𝑒𝑓𝑓

 (𝑆+
2 + 𝑆−

2)/2 𝜔𝑆𝐷𝑄𝑋
𝑒𝑓𝑓

 

 𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌 𝜔𝑆𝑌𝑍
𝑒𝑓𝑓

 (𝑆+
2 − 𝑆−

2)/2𝑖 𝜔𝑆𝐷𝑄𝑌
𝑒𝑓𝑓

 

 

𝐼𝑆 terms 

𝑆𝑋𝐼𝑋,𝑆𝑋𝐼𝑌, etc. 𝜔𝑆𝑋𝐼𝑋
𝑒𝑓𝑓

, 𝜔𝑆𝑋𝐼𝑌
𝑒𝑓𝑓

, etc. (3𝑆𝑍
2 − 2)𝐼𝑋, etc 𝜔𝑆𝑍2𝐼𝑋

𝑒𝑓𝑓
, etc. 

( 𝑆𝑋𝑆𝑍 + 𝑆𝑍𝑆𝑋)𝐼𝑋, 

etc. 

𝜔𝑆𝑋𝑍𝐼𝑋
𝑒𝑓𝑓

, etc. ( 𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌)𝐼𝑋, etc. 𝜔𝑆𝑌𝑍𝐼𝑋
𝑒𝑓𝑓

, etc. 

𝐼𝑋(𝑆+
2 + 𝑆−

2)/2, etc. 𝜔𝑆𝐷𝑄𝑋𝐼𝑋
𝑒𝑓𝑓

 𝐼𝑋(𝑆+
2 − 𝑆−

2)/2𝑖 , etc. 𝜔𝑆𝐷𝑄𝑌𝐼𝑋
𝑒𝑓𝑓

 

Table 2.1 Spin-operators and the labelling of the corresponding coefficients, 𝜔𝑝
𝑒𝑓𝑓

. 
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To understand the appearance of various terms in the effective Hamiltonian, 

simulations were performed under three conditions. 

Case 1: 𝜈1𝑆 = 80 kHz, 𝜈1𝐼 = 0, and 𝜈𝐷 = 0. Pure 𝑆-spin coefficients, determined as a function 

of 𝛾, are presented in Figure 2.3. Since 𝜈𝐷 = 0, 𝐼𝑆 terms are absent, as expected. The 

coefficients determined by both methods (shown by solid and dashed lines) are identical within 

numerical errors. The main observations from Figure 2.3 are: (a)  𝜈1𝑆
𝑒𝑓𝑓

 (1𝑆) strongly depends 

on the 𝛾 angle and changes sign several times, (b) 𝜈1𝑆
𝑒𝑓𝑓

 and the coefficient of  𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌  

(𝑆𝑌𝑍) are comparable, and (c) the coefficients 𝜈𝑆𝑍2
𝑒𝑓𝑓

, 𝜈𝑆𝐷𝑄𝑋
𝑒𝑓𝑓

 of 3𝑆𝑍
2 − 2 and (𝑆+

2 + 𝑆−
2)/2 are 

almost identical. It was shown for deuterium[86] that 𝜈𝑆𝑍2
𝑒𝑓𝑓

= 𝜈𝑆𝐷𝑄𝑋
𝑒𝑓𝑓

 holds exactly, provided no 

𝑆𝑍 term is present in the time-dependent Hamiltonian. With 14N, due to second-order 

quadrupolar interaction, presence of Δ𝜔𝑄𝑆𝑍 in the time-dependent Hamiltonian also leads to 

coefficients of (𝑆+
2 − 𝑆−

2)/2𝑖 and  𝑆𝑋𝑆𝑍 + 𝑆𝑍𝑆𝑋, with smaller magnitude. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3 (a-e) Dependence of 𝜈𝑝
𝑒𝑓𝑓

coefficients on 𝛾, calculated with Floquet theory (solid line) and 

the logarithm method (dashed line). For visibility the plots with dashed line are shifted vertically. 

Labeling of the coefficients is given in Table 2.1. The calculation assumes 𝜈𝐷 = 0 𝑘𝐻𝑧 hence 𝐼𝑆 terms 

are not expected. Other parameters are: 𝛽 = 32°, 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 0 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 
𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧,𝜂𝑄 = 0, and a contact time of 10 rotor periods. The dimension of the truncated 

Floquet Hamiltonian was set to 151 for all calculations. The coefficients 𝜈𝑝
𝑒𝑓𝑓

are expressed in kHz. 
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Case 2: 𝜈1𝑆 = 80 kHz, 𝜈1𝐼 = 46 kHz, and 𝜈𝐷 = 0. It was again found (Appendix A2.4) that 

logarithm and Floquet effective Hamiltonians are identical within numerical errors and yield 

〈𝑆𝑋〉 = 0 at multiples of the rotor period, as expected. However, ℋ𝑒𝑓𝑓 contains a few large IS 

terms, a fact which is rather unexpected since 𝜈𝐷 = 0. Though the presence of these IS terms 

is inconvenient, the effective Hamiltonian predicts correctly the evolution of density operator 

at multiples of the rotor period. However, it is convenient to find a procedure to remove them 

in order to simply further discussion. Below we discuss two procedures to achieve this.  

  With first procedure, we found that an effective Hamiltonian with no 𝐼𝑆 terms can be 

produced through a conventional rotating frame transformation according to 

                                                 𝑈(𝑡, 0) = exp(−𝑖𝜔𝑅𝑡𝐼𝑋) �̃�(𝑡, 0).                                                   [2.8] 

The Hamiltonian driving the new propagator, �̃�(𝑡, 0), is  

ℋ̃(𝑡) = (𝜔1𝐼 − 𝜔𝑅)𝐼𝑋+Δ𝜔𝑄(𝛽𝑄)𝑆𝑍 + 𝜔1𝑆𝑆𝑋 + 𝜔𝑄(𝑡, 𝛽𝑄, 𝛾𝑄)[3𝑆𝑍
2 − 𝑆(𝑆 + 1)]      

             +2𝑑(𝑡, 𝛽𝐷 , 𝛾𝐷)𝑆𝑍exp(+𝑖𝜔𝑅𝑡𝐼𝑋) 𝐼𝑍 exp(−𝑖𝜔𝑅𝑡𝐼𝑋).                                                    [2.9] 

With the newly defined ℋ̃(𝑡), both ℋ̃𝑒𝑓𝑓
𝑙𝑛  and ℋ̃𝑒𝑓𝑓

ℱ  were computed and were found to be 

identical, and moreover IS terms are removed (Appendix A2.4). We note that a similar 

transformation has been utilized by Ernst and coworkers in order to remove ambiguity of the 

effective Hamiltonian obtained by logarithm method.[67] Taking into account the (−𝜔𝑅/2, 𝜔𝑅/

2] eigenvalue constraint and that 𝑈(𝑇, 0) = −�̃�(𝑇, 0), it is shown in Appendix A2.5 that ℋ̃𝑒𝑓𝑓 

and ℋ𝑒𝑓𝑓 are related by     ℋ̃𝑒𝑓𝑓  = ∑ (𝜖𝑗 − 𝜔𝑅 2⁄ )|𝜖𝑗⟩⟨𝜖𝑗|𝜖𝑗>0
+∑ (𝜖𝑗 + 𝜔𝑅 2⁄ )|𝜖𝑗⟩⟨𝜖𝑗|𝜖𝑗<0

, 

where 𝜖𝑗and |𝜖𝑗⟩ are eigenvalues and eigenvectors of ℋ𝑒𝑓𝑓. 

From here a second procedure to remove 𝐼𝑆 terms suggests itself as follows. From the 

Floquet effective Hamiltonian in the old rotating frame, ℋ𝑒𝑓𝑓
ℱ = 𝐷Λ0𝐷

−1, we can obtain the 

Floquet effective Hamiltonian ℋ̃𝑒𝑓𝑓
ℱ  as  

ℋ̃𝑒𝑓𝑓
ℱ = 𝐷Λ̃0𝐷

−1, 

where Λ̃0 is a new diagonal matrix, with elements  

                                                    𝜖�̃� = {
𝜖𝑗 − 𝜔𝑅 2⁄ , if 𝜖𝑗 > 0 

𝜖𝑗 + 𝜔𝑅 2⁄ , if 𝜖𝑗 < 0
                      [2.10] 
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This simple rearrangement of the eigenvalues of the effective Hamiltonian in the old rotating 

frame leads directly to the effective Hamiltonian obtained in the new rotating frame. The 

connection between the two procedures is discussed in Appendix A2.5. It would be interesting 

to investigate whether this shifting procedure can be extended to more general frame 

transformations. 

In the old rotating frame, when dipolar interaction is turned off or when one is away 

from any CP match condition, it is shown in Appendix A2.6 that 𝐼𝑆 terms are present in the 

effective Hamiltonian even in the absence of the quadrupolar interaction. However, if 𝑆 = 1/2, 

it can be shown (Appendix A2.6) that no 𝐼𝑆 terms are present. Obviously, whether employment 

of a rotating frame transformation or rearrangement of eigenvalues is needed or not, depends 

on the spin system and the magnitudes of the external and internal interactions.  

Case 3: After removing the 𝐼𝑆 terms through the transformation of Eq. [2.8], simulations were 

performed starting from Eq. [2.9] with 𝜈1𝑆 = 80 kHz, 𝜈1𝐼 = 46 kHz, and 𝜈𝐷 = 10 kHz. The 

effective Hamiltonians ℋ̃𝑒𝑓𝑓
𝑙𝑛 , and ℋ̃𝑒𝑓𝑓

ℱ  were again found to be identical within numerical 

errors. A few pure 𝑆, pure 𝐼, and 𝐼𝑆 𝜈𝑝
𝑒𝑓𝑓

coefficients extracted from ℋ̃𝑒𝑓𝑓
𝑙𝑛  are show in Figure 

2.4.   

 

 

 

 

 

 

 

 

 

 

Figure 2.4 Dependence on 𝛾 of (a) CPMAS signal and of (b-e) 𝜈𝑝
𝑒𝑓𝑓

 coefficients. Calculations start with 

the Hamiltonian of Eq. [2.9] and assume 𝜈𝐷 = 10 𝑘𝐻𝑧, 𝛽 = 32
°, 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 46 𝑘𝐻𝑧, 𝜈𝑅 =

60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0, 𝜃𝑄𝐷 = 0 and 𝜏𝐶𝑃 = 10𝑇𝑅. Labeling of the coefficients is given in 

Table 2.1. The coefficients 𝜈𝑝
𝑒𝑓𝑓

are expressed in kHz. 
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The main features derived from Figure 2.4(a,b) are as follows. (i) Good CP transfer 

occurs for those 𝛾 angles for which |𝜈1𝐼
𝑒𝑓𝑓
| ≅ |𝜈1𝑆

𝑒𝑓𝑓
|  ≅ 𝑚𝑎𝑥|𝜈1𝑆

𝑒𝑓𝑓
|, where 𝑚𝑎𝑥|𝜈1𝑆

𝑒𝑓𝑓
| 

represents maximum value of the magnitude of 𝜈1𝑆
𝑒𝑓𝑓

 for the given 𝛽, and 𝜈1𝐼
𝑒𝑓𝑓

≅ 𝜈1𝐼 − 𝜈𝑅, 

corresponds to the 𝐼𝑋 term in Eq. [2.9]. (ii) Sign of the 14N signal follows the sign of 𝜈1𝑆
𝑒𝑓𝑓

. 

Additional simulations (Appendix A2.7) show that a significant overall drop in signal occurs 

when the proton RF strength is varied such that |𝜈1𝐼
𝑒𝑓𝑓
| becomes smaller than 𝑚𝑎𝑥|𝜈1𝑆

𝑒𝑓𝑓
|.  

Detailed examination of the effective Hamiltonian reveals additional features of the CP 

transfer as shown in Figure 2.5, in which 𝜈𝑝
𝑒𝑓𝑓

 coefficients of all pure 𝑆 terms along with the 

CP signal are plotted.  

 

 

 

 

 

 

 

 

 

 

Figure 2.5 Dependence on 𝛾 of (a) CPMAS signal and of (b) pure 𝑆 𝜈𝑝
𝑒𝑓𝑓

 coefficients. Calculations 

start with the Hamiltonian of Eq. [2.9]. The calculation assumes 𝜈𝐷 = 10 𝑘𝐻𝑧, 𝛽 = 32
°, 𝜈1𝑆 =

80 𝑘𝐻𝑧, 𝜈1𝐼 = 46 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0, 𝜃𝑄𝐷 = 0. The contact time is 10 

rotor periods. Labeling of the coefficients is given in Table 2.1. Vertical lines correspond to three 

gamma angles for which good CP transfer occurs. The coefficients 𝜈𝑝
𝑒𝑓𝑓

are expressed in kHz. 

From Figure 2.5(b), we note that, (iii) at 𝛾 angles for which |𝜈1𝑆
𝑒𝑓𝑓
|  ≅ 𝑚𝑎𝑥|𝜈1𝑆

𝑒𝑓𝑓
| the 

coefficients of all pure 𝑆 terms are small in the effective Hamiltonian except for 𝜈1𝑆
𝑒𝑓𝑓

 and 𝜈𝑆𝑍
𝑒𝑓𝑓

. 

Combining this with observation (a) we arrive at a simple picture: when |𝜈1𝐼
𝑒𝑓𝑓
| ≅ |𝜈1𝑆

𝑒𝑓𝑓
|  ≅

𝑚𝑎𝑥|𝜈1𝑆
𝑒𝑓𝑓
|, the effective Hamiltonian is approximately  
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                                          ℋ̃𝑒𝑓𝑓 = 𝜔𝑆𝑍
𝑒𝑓𝑓
𝑆𝑍 + 𝜔1𝑆

𝑒𝑓𝑓
𝑆𝑋 + 𝜔1𝐼

𝑒𝑓𝑓
𝐼𝑋 + ℋ̃𝑒𝑓𝑓

𝐼𝑆 ,                                 [2.11] 

where ℋ̃𝑒𝑓𝑓
𝐼𝑆  represents 𝐼𝑆 terms. Such a Hamiltonian ensures an efficient CP transfer via ℋ̃𝑒𝑓𝑓

𝐼𝑆  

under a static-like CP matching condition, |𝜈1𝐼
𝑒𝑓𝑓
| ≅ |𝜈1𝑆

𝑒𝑓𝑓
| . The effect of 𝑆𝑍 term is to modify 

𝜔1𝑆
𝑒𝑓𝑓

 to √(𝜔1𝑆
𝑒𝑓𝑓
)
2
+(𝜔𝑆𝑍

𝑒𝑓𝑓
)
2
 and tilt the quantization axis. For the parameters used here, for 

good CP transfer, the tilt angle and the change in the effective RF field are small (about 15o 

and 0.5 kHz), hence the 𝑆𝑍 term is omitted for a qualitative discussion below. With this 

approximation, when 𝜔1𝑆
𝑒𝑓𝑓
 ≅  ± 𝜔1𝐼

𝑒𝑓𝑓
, two pairs of eigenvalues of 𝜔1𝑆

𝑒𝑓𝑓
𝑆𝑋 + 𝜔1𝐼

𝑒𝑓𝑓
𝐼𝑋 are 

sufficiently close to each other such that 𝐼𝑆 terms in Eq. [2.11] can mix the corresponding 

eigenstates, ultimately resulting in polarization transfer between 𝐼 and 𝑆 spins. Assuming 

𝜔1𝐼
𝑒𝑓𝑓

< 0 and 𝜔1𝑆
𝑒𝑓𝑓

> 0, the eigenstates involved in CPMAS transfer are 

{|1 2,1⁄ ⟩𝑋 , | − 1 2⁄ , 0⟩𝑋} and {|1 2⁄ , 0⟩𝑋 , | − 1 2⁄ ,−1⟩𝑋}, where the subscript 𝑋 indicates that 

they are eigenstates of 𝐼𝑋 and 𝑆𝑋. For RF strengths and spinning speed considered here, 𝜔1𝐼
𝑒𝑓𝑓

≅

𝜔1𝐼 − 𝜔𝑅 < 0, and hence we recover the CPMAS matching condition, |𝜔1𝑆
𝑒𝑓𝑓
| + 𝜔1𝐼 ≅ 𝜔𝑅.  

A smaller magnitude of CPMAS signal is always associated with the presence of larger 

𝑆 terms, other than 𝜔1𝑆
𝑒𝑓𝑓

 as seen from Figure 2.5(a,b). For these 𝛾 angles the effective 

Hamiltonian is  

                        ℋ̃𝑒𝑓𝑓 = 𝜔1𝑆
𝑒𝑓𝑓
𝑆𝑋 + 𝜔1𝐼

𝑒𝑓𝑓
𝐼𝑋+𝑂𝑃𝑆 + ℋ̃𝑒𝑓𝑓

𝐼𝑆 = ℋ̃𝑒𝑓𝑓
𝑆 + ℋ̃𝑒𝑓𝑓

𝐼 + ℋ̃𝑒𝑓𝑓
𝐼𝑆 ,            [2.12] 

where 𝑂𝑃𝑆 represents all other pure 𝑆 terms. The larger 𝑆 terms, besides altering the 

eigenvalues, mix the |𝑚𝑆⟩𝑋 spin states, resulting in less efficiency of the standard 𝐼𝑋 → 𝑆𝑋 CP 

transfer. It follows that for these 𝛾 angles change in 𝜈1𝐼 does not lead to significant CP transfer. 

However, mixing may lead to transfer from 𝐼𝑋 to other coherences such as double-quantum 𝑆-

spin coherences, etc., which are not detected in a CPMAS experiment but can be detected in a 

double CP experiment. 

So far, the connection between CP dynamics and structure of the effective Hamiltonian 

has been discussed as a function of  𝛾 for a particular 𝛽 angle. Below we investigate the 

relationship between CP transfer and the effective RF strengths as function of both 𝛽 and 𝛾. 

For better visualization, we define a parameter Δ = − ||𝜈1𝐼
𝑒𝑓𝑓
| − |𝜈1𝑆

𝑒𝑓𝑓
|| which indicates the 

deviation from the CP matching condition. Figure 2.6 shows the magnitude of CPMAS signal 
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and Δ as function of 𝛽 and 𝛾. Although dependence of Δ on 𝛽 and 𝛾 is complex, the 

correspondence between |〈𝑆𝑋〉| and Δ is rather obvious.  

 

 

 

 

 

 

 

 

 

Figure 2.6 (a) Dependence of magnitude of CPMAS signal on 𝛽 and 𝛾. (b) Projection of (a) along 𝛾. 

(c) Dependence on 𝛽 and 𝛾 of the 𝛥 parameter which reflects the difference between |𝜈1𝑆
𝑒𝑓𝑓
| and |𝜈1𝐼

𝑒𝑓𝑓
|. 

(d) Projection of (c) along 𝛾. Calculations start with the Hamiltonian of Eq. [2.9] and assume 𝜈𝐷 =
10 𝑘𝐻𝑧, 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 46 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0, 𝜃𝑄𝐷 = 0, and 

𝜏𝐶𝑃 = 10𝑇𝑅. 𝛽 ranges for which signal is significant are {10o-26o}, {30o-40o}, {55o-70o}, and their 

mirror ranges in the {90o-180o} interval. 

As seen from Figure 2.6(a,b), a reasonable CPMAS signal occurs for 𝛽 belonging to 

certain ranges (ranges listed in figure caption). Figure 2.6(c,d) shows that good (poor) CP 

transfer occurs for small (large) |Δ|. Since 𝜃𝑄𝐷 = 0, for 𝛽 around 0, 90, and180° CP transfer 

is poor because the dipolar term oscillating at 𝜈𝑅 vanishes. The dependence of Δ on 𝛽 and 𝛾 

implies dependence of 𝑚𝑎𝑥|𝜈1𝑆
𝑒𝑓𝑓
| on 𝛽, therefore only those 𝛽 regions for which 𝑚𝑎𝑥|𝜈1𝑆

𝑒𝑓𝑓
| ≅

|𝜈1𝐼
𝑒𝑓𝑓
| contribute significantly to signal. Accordingly, variation of 𝜈1𝐼 should be accompanied 

by changes in both position and width of the 𝛽 regions contributing to the signal.  

 All calculations and resulting conclusions so far correspond to a particular choice of 

RF strengths for which 𝜈1𝐼 + |𝜈1𝑆
𝑒𝑓𝑓
| ≅ 𝜈𝑅, a choice which yields good overall CP transfer in 

simulations and is also close to the optimized conditions employed in the experiments of Ref. 

[17]. Following the same reasoning, other matching conditions can be predicted, for example 

𝜈1𝐼 − |𝜈1𝑆
𝑒𝑓𝑓
| ≅ 𝜈𝑅, or other conditions employing multiples of spinning frequency or involving 

other 14N RF strengths. Some of these matching conditions are illustrated in Appendix A2.8. 
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 Following Ref. [132] where a linear ramp was applied to the 1H RF field, we compare 

CP transfer with and without ramp as function of crystallite orientation. Figure 2.7 shows 

CPMAS signals projected along  𝛾, obtained (a) without and (b) with a ± 3% linear ramp of the 

proton RF amplitude, with 𝜏𝐶𝑃 = 20𝑇𝑅. It is evident that with ramp significant CP transfer 

occurs for more crystallite orientations hence sensitivity is expected to increase. 

 

 

 

 

 

 

 

 

Figure 2.7 Dependence on 𝛽 and 𝛾 of CPMAS signal, (a) without and (b) with a ±3% linear ramp of 
1H RF amplitude. Projection along 𝛾 direction is displayed. Calculations start with the Hamiltonian of 

Eq. [2.9] and assume 𝜈𝐷 = 10 𝑘𝐻𝑧, 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 50 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 

𝜂𝑄 = 0, 𝜃𝑄𝐷 = 0 and 𝜏𝐶𝑃 = 20𝑇𝑅.  

Straightforward application of the matrix logarithm in this case is not useful since the 

eigenvalues of the effective Hamiltonian are now confined to (−𝜔𝑅/40, +𝜔𝑅/40]  =

(−1.5 kHz,+1.5 kHz] interval. With such small interval all 𝜔𝑝 coefficients in the effective 

Hamiltonian are of comparable magnitude and a simple analysis is not possible. In order to 

derive an interpretable effective Hamiltonian for 𝜏𝐶𝑃 = 𝑁𝑇𝑅, the propagator is calculated for 

each rotor period during CP and the corresponding effective Hamiltonian is calculated with the 

matrix logarithm approach. Denoting by ℋ𝑒𝑓𝑓
𝑘  the effective Hamiltonian of kth rotor period, the 

total propagator is  

                                          𝑈(𝑁𝑇𝑅 , 0) = ∏ 𝑒𝑥𝑝(−𝑖ℋ𝑒𝑓𝑓
𝑘 𝑇𝑅)𝑘 .                                     [2.13] 

Since [ℋ𝑒𝑓𝑓
𝑘 , ℋ𝑒𝑓𝑓

𝑚 ] ≠ 0, we construct the effective Hamiltonian for the whole CP process, 

ℋ𝑒𝑓𝑓, by utilizing Baker-Campbell-Hausdorff (BCH)[56] equation. If we retain only the first 

two terms, we obtain  
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                            ℋ𝑒𝑓𝑓 ≅
1

𝑁
∑ ℋ𝑒𝑓𝑓

𝑘𝑁
𝑘=1 −

𝑖

𝑁𝑇𝑅
∑ [ℋ𝑒𝑓𝑓

𝑘 ,ℋ𝑒𝑓𝑓
𝑚 ]𝑘>𝑚 .                      [2.14] 

Comparison of CPMAS signals calculated with  𝑈(𝑁𝑇𝑅 , 0) and with 𝑒𝑥𝑝(−𝑖ℋ𝑒𝑓𝑓𝑁𝑇𝑅) shows 

(Appendix A2.9) that Eq. [2.14] is quite accurate for the relatively short contact time and mild 

slope of the ramp employed. For longer contact times and/or steeper slope higher order terms 

have to be added in Eq. [2.14]. Comparison of 𝜔𝑝 coefficients (Appendix A2.9) reveals that 

(a) pure S terms with and without ramp are identical, and (b) IS terms are generally larger with 

the ramp. The larger IS terms broaden the matching conditions, resulting in CP transfer for 

more crystallite orientations. As of now we do not have an analytical proof for (a).  

2.4 Sign of the double CP signal 
 

 We have seen that the sign of CPMAS signal strongly depends on 𝛽 and 𝛾 while sign 

of signal in the double CP experiment is invariant. This difference can be rationalized as 

follows. Double CP experiments involve two CP transfers,  

   𝐼𝑋 → 𝐴𝐼𝑆𝑆𝑋 + other coherences 
𝑝ℎ𝑎𝑠𝑒 𝑐𝑦𝑐𝑙𝑒
→        𝐴𝐼𝑆𝑆𝑋 → 𝐴𝐼𝑆𝐴𝑆𝐼𝐼𝑋 + other coherences.  [2.15] 

where 𝐴𝐼𝑆 and 𝐴𝑆𝐼 are CP transfer amplitudes for the 𝐼 → 𝑆 and 𝑆 → 𝐼 processes, respectively. 

Since ℋ𝑒𝑓𝑓 is the same in both CP processes, we conjecture that there exist a correlation 

between the signs of 𝐴𝐼𝑆 and 𝐴𝑆𝐼 which leads to invariance of the sign of double CP signal. We 

prove below that such a correlation exists and moreover 𝐴𝐼𝑆 = 3𝐴𝑆𝐼/8. 

For convenience, the effective Hamiltonian of Eq. [2.12] is expressed in the tilted frame 

in which I and S spin operators are rotated by 90° around Y axis. In this frame, 

                                                   ℋ𝑒𝑓𝑓 = ℋ𝑒𝑓𝑓
𝑆 + 𝜔1𝐼

𝑒𝑓𝑓
𝐼𝑍 +ℋ𝑒𝑓𝑓

𝐼𝑆 ,                      [2.16] 

To avoid cumbersome notation, we keep the label ′𝑒𝑓𝑓′ only in 𝜔1𝐼
𝑒𝑓𝑓
𝐼𝑍 and omit it in ℋ𝑒𝑓𝑓, 

ℋ𝑒𝑓𝑓
𝑆 , ℋ𝑒𝑓𝑓

𝐼𝑆 .  The effective Hamiltonian ℋ𝑆 can be diagonalized as 

                                                               ℋ𝑆 = 𝐷𝜔𝑆𝑆𝑍𝐷
†                                                          [2.17] 

ℋ𝑆, 𝜔𝑆, and the diagonalization matrix 𝐷 strongly depend on crystallite orientation and when 

OPS terms are negligible 𝜔𝑆 ≅ 𝜔1𝑆
𝑒𝑓𝑓

. In principle, the diagonalized Hamiltonian may also 

contain an 𝜔𝑍2(3𝑆𝑍
2 − 2) term. If 𝑆𝑍 term is not present in the time-dependent Hamiltonian, 

Eq. [2.7], it can be shown rigorously that 𝜔𝑍2 = 0.[86] Due to the 14N second-order quadrupolar 

shift, 𝜔𝑍2 ≠ 0 and for the parameters considered here, 𝜔𝑍2 is below 1 kHz. Inclusion of this 
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term in Eq. [2.17] will not affect the proof presented below, hence we omit this term for 

simplicity. The total effective Hamiltonian can be rewritten as ℋ = 𝐷ℋ′𝐷† where 

                                                         ℋ′ = 𝜔𝑆𝑆𝑍 +𝜔1𝐼
𝑒𝑓𝑓
𝐼𝑍 +ℋ𝐼𝑆

′ ,                                    [2.18] 

and ℋ𝐼𝑆
′ = 𝐷†ℋ𝐼𝑆𝐷.  

Taking into account that 𝐷 commutes with 𝐼𝑍, the transfer amplitude  𝐴𝐼𝑆 after CP contact 𝑛𝑇𝑅 

is  

                                     𝐴𝐼𝑆 = Tr{𝑈𝐼𝑍𝑈
†𝑆𝑍}/Tr{𝑆𝑍

2}  =
1

4
Tr{𝑉𝐼𝑍𝑉

†𝐷†𝑆𝑍𝐷}.                        [2.19] 

where 𝑉 = exp (−𝑖ℋ′𝑛𝑇𝑅) and 𝑈 = 𝐷𝑉𝐷†. In order to obtain 𝐴𝐼𝑆, we need to evaluate 𝑉𝐼𝑍𝑉
† 

and hence the influence of ℋ𝐼𝑆
′  shall be taken into account. Due to the complicated structure of 

𝐷, ℋ𝐼𝑆
′  may have off-diagonal matrix elements practically between any pair of eigenstates, 

|𝑚𝐼 , 𝑚𝑆⟩ and |𝑚𝐼′,𝑚𝑆′⟩, of 𝜔𝑆𝑆𝑍 + 𝜔1𝐼
𝑒𝑓𝑓
𝐼𝑍. From Figure 2.4 we estimate that matrix elements 

ℋ𝐼𝑆(ℋ𝐼𝑆
′ ) are of the order of 2 kHz or below hence considerably smaller than 𝜔1𝐼

𝑒𝑓𝑓
. If (a) 

𝜔1𝐼
𝑒𝑓𝑓

> 0, (b) 𝜔𝑆 is comparable to 𝜔1𝐼
𝑒𝑓𝑓

, and (c) matrix elements of ℋ𝐼𝑆
′  are smaller than 𝜔1𝐼

𝑒𝑓𝑓
, 

the eigenstates which may be significantly mixed are |2⟩ ≡ | − 1/2,1⟩ , |3⟩ ≡ |1/2,0⟩ and 

|4⟩ ≡ | − 1/2,0⟩, |5⟩ ≡ |1/2,−1⟩. The Hamiltonian ℋ′ is then approximately the sum of 

commuting terms each acting only in the (1,6), (2,3), and (4,5) subspaces, where  |1⟩ ≡

|1/2,1⟩ and  |6⟩ ≡ | − 1 2⁄ , −1⟩. Henceforth, we utilize fictitious spin-1/2 

operators,[52] 𝑋𝑝𝑞, 𝑌𝑝𝑞 , 𝑍𝑝𝑞, to describe Hamiltonians, propagators, and density operators, 

where 

         𝑍𝑝𝑞 =
1

2
[|𝑝⟩⟨𝑝| − |𝑞⟩⟨𝑞|],  𝑋𝑝𝑞 =

1

2
[|𝑝⟩⟨𝑞| + |𝑞⟩⟨𝑝|],  𝑌𝑝𝑞 =

1

2𝑖
[|𝑝⟩⟨𝑞| − |𝑞⟩⟨𝑝|] , 

and |𝑝⟩ or |𝑞⟩ are any two states of the basis. It is shown in Appendix A2.10 that 

𝑉𝐼𝑍𝑉
† = 𝑍16 − 𝑍23[cos

2 𝜙𝑌
23 𝑐𝑜𝑠(Ω23𝑛𝑇𝑅) + sin

2𝜙𝑌
23] 

−𝑍45[cos
2 𝜙𝑌

45 𝑐𝑜𝑠(Ω45𝑛𝑇𝑅) + sin
2𝜙𝑌

45] + A23 + 𝐴45, [2.20]                  

 

where angles 𝜙𝑍
23, 𝜙𝑌

23, 𝜙𝑍
45, 𝜙𝑌

45, and angular frequencies Ω23,  Ω45 depend on 𝜔𝑆 − 𝜔1𝐼
𝑒𝑓𝑓

 and 

on matrix elements of ℋ𝐼𝑆
′  in the corresponding subspaces. The terms A23 and 𝐴45 contain 

𝑋23, 𝑌23 and 𝑋45, 𝑌45 operators respectively and depend on time as sin (Ω23𝑛𝑇𝑅) or 

cos (Ω23𝑛𝑇𝑅), etc. Since 𝐷 acts only on the S part of the basis states, 𝐷†𝑆𝑍𝐷 does not contain 
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𝑋23, 𝑌23 or 𝑋45, 𝑌45 terms. Therefore, A23 and 𝐴45 terms do not contribute to the trace in Eq. 

[2.19] and hence 

𝐴𝐼𝑆 =
1

4
Tr {[𝑍16 − 𝑍23[cos

2 𝜙𝑌
23 𝑐𝑜𝑠(Ω23𝑛𝑇𝑅) + sin

2 𝜙𝑌
23]                                                 

− 𝑍45[cos
2 𝜙𝑌

45 𝑐𝑜𝑠(Ω45𝑛𝑇𝑅) + sin
2𝜙𝑌

45]] 𝐷†𝑆𝑍𝐷}.                                   [2.21] 

After some rearrangement, the inverse transfer amplitude  𝐴𝑆𝐼 for the same contact time 𝑛𝑇𝑅 

can be expressed as 

            𝐴𝑆𝐼 = Tr{𝑈𝑆𝑍𝑈
†𝐼𝑍} Tr{𝐼𝑍

2}⁄ =
2

3
Tr{𝑉†𝐼𝑍𝑉𝐷

†𝑆𝑍𝐷}.                                  [2.22] 

Since 𝑉+ = 𝑒+𝑖ℋ
′𝑛𝑇𝑅 = 𝑒−𝑖ℋ

′(−𝑛𝑇𝑅), we infer from Eq. [2.20] that 

𝑉+𝐼𝑍𝑉 = 𝑍16 − 𝑍23[cos
2 𝜙𝑌

23 𝑐𝑜𝑠(Ω23𝑛𝑇𝑅) + sin
2𝜙𝑌

23]   

                          −𝑍45[cos
2 𝜙𝑌

45 𝑐𝑜𝑠(Ω45𝑛𝑇𝑅) + sin
2 𝜙𝑌

45] + 𝐵23 + 𝐵45, 

where the term 𝐵23 + 𝐵45 can be obtained by substituiting Ω23𝑛𝑇𝑅 → −Ω23𝑛𝑇𝑅 and Ω45𝑛𝑇𝑅 →

 −Ω45𝑛𝑇𝑅 in 𝐴23 + 𝐴45. However, since 𝐵23 + 𝐵45 does not contribute to the trace, 

𝐴𝑆𝐼 =
2

3
Tr {[𝑍16 − 𝑍23[cos

2 𝜙𝑌
23 𝑐𝑜𝑠(Ω23𝑛𝑇𝑅) + sin

2𝜙𝑌
23]          

− 𝑍45[cos
2 𝜙𝑌

45 𝑐𝑜𝑠(Ω45𝑛𝑇𝑅) + sin
2𝜙𝑌

45]] 𝐷†𝑆𝑍𝐷}.                                   [2.23] 

 We see that the traces in Eq. [2.21] and [2.23] are equal, therefore 

                                                                 𝐴𝐼𝑆 =
3

8
𝐴𝑆𝐼 .                                                                 [2.24] 

Eq. [2.24] implies that the double CP transfer amplitude, 𝐴𝐼𝑆𝐴𝑆𝐼, is positive, a feature that holds 

regardless of the complex dependence of ℋ𝑆
𝑒𝑓𝑓

 or 𝐷 on crystallite orientation as long as 

conditions (a-c) are satisfied. With 𝜔𝑆 < 0, mixing occurs within (1,4) and (3, 6) subspaces 

resulting again in Eq. [2.24] but with 

𝐴𝐼𝑆 =
1

4
Tr{[−𝑍25 + 𝑍14[cos

2 𝜙𝑌
14 𝑐𝑜𝑠(Ω14𝑛𝑇𝑅) + sin

2𝜙𝑌
14]        

+ 𝑍36[cos
2 𝜙𝑌

36 𝑐𝑜𝑠(Ω36𝑛𝑇𝑅) + sin
2𝜙𝑌

36]]𝐷†𝑆𝑍𝐷}.                                    [2.25] 

Maximum transfer amplitudes can be estimated by setting (i) 𝜙𝑌
23 ≅ 𝜙𝑌

45 ≅ 0, and (ii) 

𝐷 ≅ 𝟏 in Eq. [2.21, 2.23]. Condition (i) signifies (see Appendix A2.10) that levels 

corresponding to states |2⟩ and |3⟩, |4⟩ and |5⟩ are close to each other. Condition (ii) implies 
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that 𝜔1𝑆
𝑒𝑓𝑓

≅ 𝜔𝑆. If conditions (i, ii) are satisfied and using 𝑆𝑍 = 2𝑍16 + 𝑍23 + 𝑍45 + 𝟏23/2 −

𝟏45/2 we obtain  

                                  𝐴𝐼𝑆 =
1

4
[1 − 𝑐𝑜𝑠(Ω23𝑛𝑇𝑅)/2 − 𝑐𝑜𝑠(Ω45𝑛𝑇𝑅)/2].                                  [2.26] 

We see that 𝐴𝐼𝑆 is positive and if further Ω23 ≅ Ω45 it may reach up to 1/2. Using Eq. [2.24] 

we see that 𝐴𝑆𝐼 is also positive and may reach up to 4/3. If we consider 𝜔1𝐼
𝑒𝑓𝑓

> 0 > 𝜔𝑆, then 

for maximal transfer (𝜙𝑌
14 ≅ 𝜙𝑌

36 ≅ 0, and  𝐷 ≅ 𝟏) we obtain from Eq. [2.25] 

                                𝐴𝐼𝑆 =
1

4
[−1 + 𝑐𝑜𝑠(Ω14𝑛𝑇𝑅) 2⁄ + 𝑐𝑜𝑠(Ω36𝑛𝑇𝑅)/2]                                  [2.27] 

and we see that 𝐴𝐼𝑆 is negative and, if further Ω14 ≅ Ω36, it may reach down to -1/2. Eq. [2.26] 

and [2.27] confirm the assertion that sign of the CPMAS signal follows the sign of 𝜔1𝑆
𝑒𝑓𝑓

, at 

least in case of significant polarization transfer.  

Since our derivation is based on certain approximations, it is expected that Eq. [2.24] 

holds only approximately. Generally, if the separation of 𝑉 into parts operating on orthogonal 

two-dimensional subspaces is allowed, following the same mathematical reasoning, it can be 

shown that Eq. [2.24] still holds approximately. It is expected that this approximation breaks 

down when 𝜔𝑆 is sufficiently small in comparison with 𝜔1𝐼
𝑒𝑓𝑓

, a situation which may lead to 

complex mixing of the states. 

The above proof also relies on the fact that the two CP contact times are equal and no 

conclusions can be drawn about the sign of the signal for unequal contact times. In order to get 

further insight for arbitrary contact times, brute force simulations were performed and the 

results are shown in Figure 2.8 which displays the buildup of amplitudes 𝐴𝐼𝑆 and 𝐴𝑆𝐼 as function 

of time and 𝛾, for a constant 𝛽. It is seen that for any given 𝛾 (a) 𝐴𝐼𝑆 and 𝐴𝑆𝐼 have the same 

sign and (b) the sign of  𝐴𝐼𝑆 and 𝐴𝑆𝐼 does not depend on the contact time. From this it follows 

that the sign of double CP signal does not depend on crystallite orientation, even for unequal 

contact times. 

With data available for Figure 2.8, we have computed 𝐴𝐼𝑆/𝐴𝑆𝐼 as a function of 𝛾 in 

order to test the theoretical value 3/8 (0.375) of Eq. [2.24]. For 𝛾 angles yielding 𝐴𝐼𝑆 larger 

than 0.1, 0.2, and 0.3, the average ratio 𝐴𝐼𝑆/𝐴𝑆𝐼 and the error are found to be 0.376 ± 0.01, 

0.375 ± 0.005, and 0.375 ± 0.003 respectively. A figure showing the scattering of 𝐴𝐼𝑆/𝐴𝑆𝐼 

as function of 𝛾 is shown in Appendix A2.11. 
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Figure 2.8 (a) Dependence of the 𝐼 → 𝑆 CP transfer amplitude, 𝐴𝐼𝑆, on 𝛾 and contact time. (b) 

Dependence of the 𝑆 → 𝐼 CP transfer amplitude, 𝐴𝑆𝐼, on 𝛾 and contact time. (c-e) Dependence of 𝐴𝑆𝐼 
and 𝐴𝐼𝑆 on contact time for three selected 𝛾 angles. Calculations start from the Hamiltonian of Eq. 

[2.9] and assume 𝛽 = 32°, 𝜈𝐷 = 10 𝑘𝐻𝑧, 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 46 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 =

1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0, 𝜃𝑄𝐷 = 0, and 𝜏𝐶𝑃 = 10𝑇𝑅. 

2.5 Coherences during 𝒕𝟏 and double CP powder lineshapes  

 In this section, we discuss the contributions of various single-quantum coherences to 

the double CP signal, double CP 14N lineshapes, and their connection with the experimental 

observations presented in Ref. [17].  

In a 1H-14N double CP experiment, after the first CP transfer, single-quantum 𝑆-spin 

coherences evolve during 𝑡1 and are converted back to single-quantum 𝐼-spin coherences which 

are detected during 𝑡2. We assumed a process of filtration at the end of first CP block which 

retains only 𝑆𝑋 or 𝑆𝑌 single-quantum coherences during 𝑡1. However, if other 𝑆-spin single-

quantum coherences are created by first CP block, experimental phase cycling alone is not 

capable to ensure such a filtration. In the discussion below, we include signal coming through 

all 𝑆-spin single-quantum coherences: 𝑆𝑋, 𝑆𝑋𝐼𝑍, ( 𝑆𝑋𝑆𝑍 + 𝑆𝑍𝑆𝑋), ( 𝑆𝑋𝑆𝑍 + 𝑆𝑍𝑆𝑋)𝐼𝑍, and their 

counterpart containing  𝑆𝑌. Individual contributions to double CP signal due to various single-

quantum coherences present at end of first CP block are shown in Figure 2.9(a) for CP contact 

times of 3 and 10 rotor periods. Signals are calculated as function of 𝛽 after averaging over 𝛾. 

  

 



65 

 

 

 

 

 

 

 

 

 

Figure 2.9 Contributions from various coherences to double CP signal as a funcion of 𝛽 after averaging 

over 𝛾 for a CP contact times of (a) 3 rotor periods (red) and 10 rotor periods (black). (b) Sum of all 

contributions for 3 rotor periods (red) and 10 rotor periods (black). Other parameters are, 𝜈1𝑆 =
80 𝑘𝐻𝑧, 𝜈1𝐼 = 46 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧,  𝜂𝑄 = 0, 𝜈𝐷 = 10 𝑘𝐻𝑧, 𝜃𝑄𝐷 = 0. For 

visibility, the signals due to different coherences are displaced vertically and are labeled as follows: 

 𝑆𝑋 → 𝑆𝑋,  𝑆𝑌𝐼𝑍 → 𝑆𝑌𝐼𝑍, 𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌 → 𝑆𝑌𝑍, ( 𝑆𝑋𝑆𝑍 + 𝑆𝑍𝑆𝑋)𝐼𝑍 → 𝑆𝑋𝑍𝐼𝑍. 

 

We have observed that for both short and long contact times, the following coherences 

dominate: 𝑆𝑋, ( 𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌),  𝑆𝑌𝐼𝑍, and ( 𝑆𝑋𝑆𝑍 + 𝑆𝑍𝑆𝑋)𝐼𝑍. It can be seen from Figure 2.9(a,b) 

that, for the shorter contact time, the main contributions are coming from coherences involving 

𝐼𝑍 and the sum of all contributions has predominantly a negative sign. On the other hand, for 

the longer contact time, the main contributions are coming via  𝑆𝑋 and ( 𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌) and the 

sum of all contributions has predominantly a positive sign, as seen from Figure 2.9(b). This 

change in sign of the double CP signal for very short contact times was noted experimentally 

in Ref. [17] and it may be attributed to the dominance of these additional coherences at shorter 

contact times. In the previous section it was shown that double CP signal passing through the 

 𝑆𝑋 coherence is positive, regardless of 𝛽, 𝛾, and the contact time. Additional simulations (not 

shown) indicate that the same property of the signal holds for ( 𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌). However, we 

found that sign of signal passing through  𝑆𝑌𝐼𝑍 or ( 𝑆𝑋𝑆𝑍 + 𝑆𝑍𝑆𝑋)𝐼𝑍 depends on 𝛽, 𝛾, and the 

contact time. Therefore, the sign and magnitude of the total double CP signal acquires 

additional complexity due to the presence of different coherence pathways and their 

dependence on orientation and CP contact time. It has to be noted that 𝑆𝑌𝐼𝑍 coherence may be 

created even in the absence of a quadrupolar interaction, in particular for dipolar-coupled spin-

½ nuclei.[127] 
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1H-14N double CP experiments on powder samples result in 14N second-order 

quadrupolar lineshapes in the first spectral dimension. The presence of 𝛽 regions with poor 

transfer in a double CP experiment must lead to a certain degree of distortion of the lineshape. 

Analysis in previous sections indicates that 14N lineshapes must also depend on duration of CP 

transfers and on the RF strengths. Simulated 14N lineshapes for slightly different RF strengths, 

CP durations, and orientations of the quadrupolar and dipolar PAF’s are displayed in Figure 

2.10.  

 

Figure 2.10 Double CP 14N powder lineshapes simulated for different experimental conditions and with 

four different angles between the 𝑍 axes of the quadrupole and dipole PAFs.   In (a-d)  𝜈1𝑆 = 80 𝑘𝐻𝑧, 
𝜈1𝐼 = 46 𝑘𝐻𝑧 while in (e-h)  𝜈1𝑆 = 85 𝑘𝐻𝑧, 𝜈1𝐼 = 50 𝑘𝐻𝑧. Contact times are 10 (black), 12 (blue), 14 

(red) rotor periods. The 4 columns, from left to right, correspond to a 𝜃𝑄𝐷 angle of 0°, 30°, 45°, and 

90°. Common parameters are 𝜈𝑅 = 60 𝑘𝐻𝑧, 
𝐶𝑄

2𝜋
= 1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0 𝜈𝐷 = 10 𝑘𝐻𝑧. An ideal 14N 

powder lineshape corresponding to the above quadrupolar parameters (dashed line) is displayed for 

comparison. For the ideal lineshape, the two singularities at 4.26 kHz and 3.48 kHz correspond to 

𝛽𝑄  =  90° and 𝛽𝑄 ≅  49°, 131° respectively. Vertical lines passing through the singularities of the 

ideal lineshape are also shown. The spectra were obtained by Fourier transform of the time-domain 

signal after multiplication by an exponential decay function. The crystal file used was ZCW986 for all 

the spectra displayed. The ideal lineshape clearly indicates sufficient powder averaging and ensures 

the same for the double CP lineshapes. 

The lineshapes in Figure 2.10(a-d) are obtained with 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 46 𝑘𝐻𝑧 and 

with 𝜃𝑄𝐷 angles of 0°, 30°, 45°, and 90°. Lineshape distortions are more prounced for 𝜃𝑄𝐷 =

0° regardless of CP duration. The lineshapes in Figure 2.10(e-h), obtained with 𝜈1𝑆 = 85 𝑘𝐻𝑧, 

𝜈1𝐼 = 50 𝑘𝐻𝑧, are less distorted since more crystallites satisfy the matching condition. The 

shift in the position of singularities is discussed in Appendix A2.12.  
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Simulations were also performed with different quadrupolar coupling constants (data 

not shown). Simulations indicate that it is possible to find a compromise RF configuration 

which gives reasonable resemblance between ideal and double CP lineshapes when several  14N 

sites, with different quadrupolar coupling constants, are present. The nontrivial dependence of 

the lineshape on MAS, RF strengths, CP contact time, etc., was discussed in Ref. [17]. The 

lineshapes presented in Ref. [17-18] show less distortion when compared to our simulations. 

This may be due to proton-proton dipolar couplings which are not considered in this work. 

2.6 Spin-lock and cross polarization  
 

For an efficient CP transfer, a steady buildup of transferred magnetization is necessary 

and this requires that good spin lock is achieved on both channels, such that leaks from 𝐼𝑋 and 

𝑆𝑋 to other coherences are as small as possible. We have seen that a necessary condition for 

good CP transfer is that all 𝑆 terms in the effective Hamiltonian should be small, except 𝜔1𝑆
𝑒𝑓𝑓

 

and 𝜔𝑆𝑍
𝑒𝑓𝑓

.  This condition also ensures an efficient spin-lock as presence of other pure 𝑆 terms 

in the effective Hamiltonian leads to transfer of 𝑆𝑋 to other coherences. This is confirmed in 

Figure 2.11 which investigates the connection between crystallite orientation, spin-lock, and 

CP transfer.  

 

 

 

 

 

 

 

 

Figure 2.11 (a-c) Dependence of proton and nitogen polarizations, 〈𝐼𝑋〉 and 〈𝑆𝑋〉, on contact time 

during an 𝐼 → 𝑆 CP process, for three selected gamma angles. (d-f) Dependence of 〈𝐼𝑋〉 and 〈𝑆𝑋〉 on 

contact time during the inverse, 𝑆 → 𝐼, CP process, for the same gamma angles. (g-i) Dependence of  
〈𝑆𝑋〉 on time during a spin-lock experiment, for the same gamma angles. Calculations start from the 

Hamiltonian of Eq. [2.9] and assume 𝛽 = 32°,  𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 46 𝑘𝐻𝑧 (a-f), 𝜈1𝐼 = 0 𝑘𝐻𝑧 (g-i), 

𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0, 𝜈𝐷 = 10 𝑘𝐻𝑧, and 𝜏𝐶𝑃 = 10𝑇𝑅. 
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Figure 2.11 presents (a-c) 𝐼 → 𝑆 CP build up, (d-f) 𝑆 → 𝐼 CP build up, and (g-i) 𝑆 spin 

lock as function of time, for three different crystallite orientations. These orientations were 

chosen as representatives for good (a,d), intermediate (b,e), and poor CP transfer (c,f). It can 

be seen that good (poor) efficiency of spin-lock is connected with good (poor) efficiency of 

𝐼 → 𝑆 or 𝑆 → 𝐼 CP transfer. Of course, good spin lock is not a sufficient condition for 

establishing good CP transfer. Together with a good spin lock, a CP matching condition also 

needs to be satisfied. 

2.7 Conclusions 
 

Recently, Bodenhausen and coworkers[17] demonstrated that 1H-14N double CP experiments 

performed at fast magic angle spinning rates resulted in relatively high sensitivity as well as 

reasonable 14N lineshapes in the indirect dimension. Employing AHT and Floquet theory in the 

jolting frame, essentially within zeroth order approximation, Gan and coworkers[132] found that 

the effect of the large quadrupolar interaction is to introduce a scaling and a phase of 14N RF 

field which is dependent on crystallite orientation. The RF phase spread occurring for different 

crystallites causes cancellation of the CPMAS signal in a powder. They also predicted that, 

when two long 14N pulses are used as in HMQC and double CP experiments, the phase 

cancellation is nullified resulting in coherent signal addition in a powder.  

For investigating in detail the underlying spin-dynamics associated with 1H-14N double 

CP experiments, an effective Hamiltonian was calculated numerically using the matrix 

logarithm approach and in parallel Floquet theory. It is found that both methods lead to the 

same effective Hamiltonian, within numerical error differences (computationally the two 

methods are very different). We show that this equality is general and is related to the fact that 

both methods confine the eigenvalues to the (−𝜔𝑅 2⁄ , 𝜔𝑅 2⁄ ] interval. We have investigated 

the relation between the effective Hamiltonians in two different rotating frames and we found 

that the effective Hamiltonian in the second rotating frame can be obtained by a simple 

rearrangement of the eigenvalues of the effective Hamiltonian in the first rotating frame. This 

procedure may be extended to other time-dependent problems. 

The structure of the effective Hamiltonian was found to exhibit a strong dependence on 

crystallite orientation, with several spin terms of comparable magnitude present for most 

crystallite orientations. Employing RF field strengths and MAS rates close to those of Ref. [17] 

the following features are observed: (A) sign of the 14N CPMAS signal follows the sign of the 
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14N effective RF strength 𝜔1𝑆
𝑒𝑓𝑓

; significant CP transfer occurs when (B) the magnitudes of the 

proton and nitrogen effective RF strengths are comparable, and |𝜔1𝐼
𝑒𝑓𝑓
| ≅ |𝜔1𝑆

𝑒𝑓𝑓
|  ≅

𝑚𝑎𝑥|𝜔1𝑆
𝑒𝑓𝑓
|.  This ensures that a CP matching condition is satisfied and, at the same time, the 

absence of large pure S terms in the effective Hamiltonian guarantees that the CP process 

proceeds unhindered. We have analyzed in detail the condition 𝜔1𝐼 +𝑚𝑎𝑥|𝜔1𝑆
𝑒𝑓𝑓
| ≅ 𝜔𝑅 for 

arriving at the above conclusions. We would like to emphasize that for a given 𝜔1𝐼 the above 

condition is satisfied only by certain 𝛽 angle regions thereby resulting in non-uniform CP 

transfer in a powder. Change in 𝜈1𝐼 results in alteration of both position and width of the 𝛽 

regions contributing to the signal. Following the same reasoning other matching conditions, 

employing multiples of the spinning frequency or involving other 14N RF strengths were 

predicted and verified. These conclusions are simple, yet they involve a quantity, the effective  

14N RF strength 𝜔1𝑆
𝑒𝑓𝑓

, which depends in a non-trivial manner on crystallite orientation, 14N RF 

strengths, MAS rate, and quadrupolar parameters. With a ramped 1H RF amplitude we have 

observed that significant CP transfer occurs for more crystallite orientations resulting in 

improved sensitivity. Since in this case the eigenvalue window is very small, in order to obtain 

an interpretable effective Hamiltonian we have used a hybrid approach by combining the 

logarithm method and Baker-Campbell-Hausdorff expansion.  The condition (B) is also the 

necessary and sufficient condition for good spin lock of the 𝑆 nucleus. Although almost self-

evident, the connection between efficiency of CP transfer and efficiency of spin lock was 

verified with additional simulations.  

A proof is given for the important observation that the sign of double CP signal is 

largely independent on crystallite orientation. The proof also provides an estimate of 3/8 for 

the ratio of 𝐼 → 𝑆 and 𝑆 → 𝐼 transfer amplitudes and this estimate is further substantiated 

through simulations. Observation (A) is also proved in case of significant polarization transfer. 

The proof assumes only 𝑆𝑋 or 𝑆𝑌 coherences during indirect dimension. However, we find that 

double CP signals include contributions from additional single-quantum coherences present 

after the first CP process. It is found that, due to uneven contribution of these coherences, the 

double CP signal is predominantly positive for larger contact times (~10𝑇𝑅) and predominantly 

negative for short contact times (3 − 4𝑇𝑅). This feature was noticed experimentally in Ref. 

[17]. 

Second-order quadrupole powder lineshapes simulated with the double CP pulse 

sequence were found to depend significantly on RF strengths and contact times. Lineshape 
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distortions are connected to the fact that a given RF configuration is unable to satisfy condition 

B for all crystallite orientations. The lineshapes presented in Ref. [17,18] show less distortion 

when compared to our simulations. This may be due to proton-proton dipolar couplings which 

were not considered in this work. 

We hope that the comprehensive insight on 1H-14N CPMAS and double CP spin 

dynamics presented here may help in developing improved 1H-14N polarization transfer 

schemes. 
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3 
Spin Dynamics in Fast MAS TRAPDOR-HMQC Experiments 

Involving Spin-3/2 Quadrupolar Nuclei 

 

3.1 Introduction 
 

Experiments probing correlations between spin-1/2 nuclei (I) and nuclear spins (S) with 

large anisotropic interactions (quadrupolar or chemical shift anisotropy) often offer valuable 

access routes to molecular structure and dynamics. In such experiments, development of 

efficient correlation schemes is not trivial and constitutes an ever-evolving theme of research. 

As these experiments are performed routinely under MAS, interference between the RF field 

and the large time-dependent quadrupolar interaction leads to complex spin dynamics, often 

leading to poor and orientation-dependent transfer efficiency. When compared with direct-

detection schemes,[121] proton-detected correlation experiments under fast and ultra-fast MAS 

usually offer substantial gains in sensitivity. Solid-state heteronuclear multiple-quantum 

coherence (HMQC) experiments constitute an important class of indirect-detection correlation 

schemes. HMQC experiments involve transfer of I-spin polarization to heteronuclear 

coherences (excitation), time evolution of these coherences during indirect dimension, transfer 

back to I-spin single-quantum coherences (reconversion), and finally detection. Initially 

introduced and developed for 14N (𝑆 = 1), indirect detection HMQC 

experiments[100,107,110,130,135–139] have been later extended to half-integer spins.[8,140–145] 

 Usually, excitation and reconversion periods contain a train of pulses or pulses and 

delays, with well-defined phases and durations, applied on I channel with the purpose of 

recoupling the I-S dipolar interaction. However, some time ago an S channel recoupling scheme 

was introduced, involving indirect detection of 14N through 1H or 13C signals at moderate to 

high MAS.[114,132,146,147] Through long periods of RF irradiation on the 14N channel, the 

polarization transfer is achieved from 1H or 13C to heteronuclear coherences involving single 

and double quantum 14N terms. They have demonstrated that such a scheme affords good 

transfer efficiency and allows extraction of quadrupolar parameters via numerical simulation. 

Recently I. Hung and Z. Gan extended the above scheme to quadrupolar nuclei with half-

integer spin, specifically 35Cl (𝑆 =  3/2).[20] The pulse sequence exploits the transfer of 

populations in double resonance (TRAPDOR) mechanism[148-151] hence the acronym T-
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HMQC. A schematic of TRAPDOR-HMQC[20] is shown in Figure 3.1. T-HMQC pulse 

sequence starts with a 90o excitation pulse on the proton channel followed by a long pulse on 

S (35Cl) channel of duration of 𝜏𝑚𝑖𝑥. We refer the first long pulse irradiation on the S nuclei as 

first TRAPDOR irradiation. Subsequently, rotor synchronized t1 evolution period follows, with 

an I-spin 𝜋 pulse in the middle for refocusing the first order quadrupolar interactions under 

MAS, provided that the magic angle is adjusted precisely. The pulse sequence ends with a 

second TRAPDOR irradiation with the same duration, 𝜏𝑚𝑖𝑥 followed by the detection of I-spin 

signal. 

 

Figure 3.1: Schematic of the 1H - 35Cl T-HMQC pulse sequence. 𝜏𝑚𝑖𝑥 refers to the duration of 

the TRAPDOR irradiation on 35Cl channel. The phase cycle used to select the 35Cl Δ𝑝 =

 ±1,±3 coherence transfer pathways is 𝜙1  =  𝑥, −𝑥, 𝜙2 =  𝑥, 𝑥, 𝑦, 𝑦, −𝑥, −𝑥,−𝑦,−𝑦, 𝜙𝑅  =

 𝑥, −𝑥, −𝑥, 𝑥, and for Δ𝑝 =  ±2 it is 𝜙1  =  𝑥, 𝑦, −𝑥, −𝑦, 𝜙2  =  4{𝑥},4{𝑦},4{−𝑥},4{−𝑦}, 

𝜙𝑅  =  2{𝑥, −𝑥} 2{−𝑥, 𝑥}where Δ𝑝 indicates the coherence order. 

For 𝑆 =  3/2, the first period of irradiation of S spins leads to heteronuclear coherences 

involving single-quantum (Δ𝑝 =  ±1), double-quantum (Δ𝑝 =  ±2) and triple-quantum 

(Δ𝑝 =  ±3) S-spin terms. The conversion to I-spin single-quantum coherences for detection is 

performed by a second irradiation period. With appropriate phase cycling, coherences 

involving S-spin double-quantum terms were selected in indirect dimension, leading to high-

resolution double-quantum 35Cl spectra in the indirect dimension, due to the fact that double-

quantum linewidths are considerably narrower than single or triple-quantum linewidths. The 

experiments were performed on active pharmaceutical ingredients (API) where remote 1H's (I) 

are dipolar coupled to 35Cl (S) nuclei. With double-quantum satellite-transition (DQ-ST) 

selection, it was possible to resolve signals coming from different 35Cl sites. The simplicity of 

the experiment is to be noted in comparison to other HMQC type pulse sequences which, as 

mentioned, incorporate multi-pulse excitation and reconversion blocks on I spin channel. From 

the hardware point of view, similar to STMAS,[13,152] T-HMQC experiments involving single- 
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and double-quantum satellite-transition coherences require precise setting of the magic angle 

and stable MAS rates, in order to refocus the first-order quadrupolar interaction.[20]  

 Subsequently, Bayzou et al. have presented an extensive experimental and theoretical 

study of T-HMQC.[21] Experiments were demonstrated on 1H - 135Pt/14N/35Cl systems with 

nuclear spin 𝑆 =  1/2, 1 and 3/2 respectively. A theoretical analysis of the experiments was 

provided within the Floquet theory[60,61,83] framework. For all systems, the Floquet calculations 

were performed in the jolting frame[153-154] in which the large anisotropic interaction 

(quadrupolar or CSA) is removed. The role of different terms in the Floquet effective 

Hamiltonian was discussed. For 𝑆 =  3/2, the second order I-S term in the Floquet effective 

Hamiltonian was shown to lead to creation of heteronuclear coherences containing single, 

double, and triple-quantum S-spin terms when irradiating at one of the spinning sidebands of 

S.  A truncation procedure was introduced in which only the projection of this second order I-

S term on the first order term in the Floquet effective Hamiltonian was retained. It was shown 

that when irradiating the centerband, the second order I-S term is effectively truncated resulting 

in cancellation of the T-HMQC signal. It was also shown that recoupling due to the third-order 

I-S Floquet effective Hamiltonian may occur with irradiation in the midpoint between two 

consecutive spinning sidebands. Further, they have shown that a fourth-order I-S term may lead 

to T-HMQC signal when irradiating at 𝜈1𝑆 = (𝑛 + 1 3⁄ )𝜈𝑅. The theoretical conclusions, the 

dependence of T-HMQC on offset, recoupling time, RF amplitude, etc. were investigated using 

extensive numerical simulations. A similar analysis was performed for 𝑆 =  1/2 and 1. For all 

systems it was derived analytically that the phase of the T-HMQC signals is independent of 

crystallite orientation, thus leading to more coherent signal addition in a powder.  

 In the work presented here we offer additional insights on the machinery of T-HMQC 

experiments for 𝑆 =  3/2. We analyze spin dynamics during the two irradiation blocks of the 

T-HMQC experiment from two different perspectives. The first perspective involves finding 

correlations between various terms in an exact effective Hamiltonian and the buildup of various 

coherences during TRAPDOR irradiation. Analytical conclusions are derived and confronted 

with numerical simulations in which the exact effective Hamiltonian is evaluated with the 

matrix logarithm approach.[68] The second perspective considers the creation, evolution, and 

interconversion of coherences at arbitrary times during TRAPDOR irradiation. Evolution 

around avoided level crossings (for brevity ‘crossings’ hereafter) is considered within the 

approach established by A. J. Vega,[150-151] and the sudden, intermediate, and adiabatic regimes 
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of the T-HMQC experiment are analyzed. Behaviour between consecutive crossings is 

described analytically.  

3.2 Spin system  
 

We consider a spin-3/2 (𝑆 = 3/2) nucleus subjected to irradiation at RF strength 𝜔1𝑆 

and dipolar-coupled to a spin-1/2 (𝐼 = 1/2) nucleus. The I-S spin system undergoes magic 

angle spinning at angular frequency 𝜔𝑅. First and second-order nuclear quadrupolar 

interactions of S are included in the Hamiltonian. We consider an axially-symmetric 

quadrupolar interaction (asymmetry parameter 𝜂𝑄 = 0) with 𝑍 axis of PAF of the quadrupolar 

tensor described by polar angles 𝛽𝑄 and 𝛾𝑄with respect to the rotor-frame coordinate system. 

The internuclear 𝐼 − 𝑆 vector, 𝒓𝐼𝑆, is characterized by polar angles 𝛽𝐷 and 𝛾𝐷 in the rotor frame. 

The angle between the 𝑍 principal axis of the quadrupolar tensor and internuclear 𝐼 − 𝑆 vector 

is denoted by 𝜃𝑄𝐷. Under these conditions the Hamiltonian of the system can be written as 

ℋ(𝑡) = Δ𝜔𝑆𝑆𝑍+𝜔1𝑆𝑆𝑋 +ℋ𝑄
(2)(𝑡, 𝛽𝑄, 𝛾𝑄) + 𝜔𝑄(𝑡, 𝛽𝑄 , 𝛾𝑄)[3𝑆𝑍

2 − 𝑆(𝑆 + 1)] +

                                                                                                                          𝑑(𝑡, 𝛽𝐷 , 𝛾𝐷)2𝐼𝑍𝑆𝑍,         [3.1]  

where 𝜔𝑄(𝑡, 𝛽𝑄 , 𝛾𝑄) is the first-order quadrupolar frequency, ℋ𝑄
(2)(𝑡, 𝛽𝑄 , 𝛾𝑄) is the second-

order quadrupolar interaction, and 𝑑(𝑡, 𝛽𝐷 , 𝛾𝐷) is the dipolar coupling. Both first and second-

order quadrupole interactions depend on quadrupolar coupling constant 𝐶𝑄 = 𝑒
2𝑄𝑞/ℏ, where 

𝑒𝑄 is the quadrupole moment and 𝑒𝑞 is the principal component 𝑉𝑍𝑍 of electric field gradient 

tensor in the PAF. The dipolar interaction is characterized by dipolar coupling, 𝜔𝐷 =

−𝜇𝑜𝛾𝐼𝛾𝑠ℏ/4𝜋𝑟𝐼𝑆
3 , where 𝛾𝐼 and 𝛾𝑆 are gyromagnetic ratios of 𝐼 and 𝑆. The explicit expressions 

of the terms in Eq. [3.1] are provided in Appendix A3.1. When 𝜃𝑄𝐷 = 0, a common set of polar 

angles, 𝛽 and 𝛾, is used to characterize both quadrupolar and dipolar interactions. For 

simplicity, we have considered 𝜃𝑄𝐷 = 0 for all calculations presented. 

3.3 Exact effective Hamiltonian  
 

 The effective Hamiltonian ℋeff is defined as a time-independent Hamiltonian which 

satisfies 𝑈(𝑇𝑅 , 0) = exp (−𝑖ℋeff𝑇𝑅), where 𝑈(𝑇𝑅 , 0) is the propagator over one rotor period 

associated with the Hamiltonian in Eq. [3.1]. Although almost obvious, it can be justified 

without any approximation (Appendix A3.2) that  
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                                                         ℋ𝑒𝑓𝑓 = ℋ𝑒𝑓𝑓
𝑆 + 𝐴𝑆𝐼𝑍 ,                                                               [3.2] 

where ℋ𝑒𝑓𝑓
𝑆  and 𝐴𝑆 contain only 'pure 𝑆' terms i.e., only S-spin operators. In addition, it is easy 

to show that the propagator corresponding to an arbitrary time, 𝑈(𝑡, 0), is diagonal with respect 

to the Zeeman states of spin I, |𝛼⟩ and |𝛽⟩. It follows that, starting with the initial condition 

𝜌(0) = 𝐼𝑋 no pure-S coherences and no heteronuclear coherences involving 𝐼𝑍 are produced 

by TRAPDOR irradiation. This is numerically illustrated in Appendix A3.3.  

In the following, Zeeman states of spin S are labeled as |1⟩ = |3/2⟩, |2⟩ = |1/2⟩, |3⟩ =

| − 1/2⟩, and |4⟩ = | − 3/2⟩. Subsequently, ℋ𝑒𝑓𝑓, ℋ𝑒𝑓𝑓
𝑆 , and 𝐴𝑆𝐼𝑍 are expanded into an 

operator basis containing products of Cartesian I-spin operators 𝐼𝑋 ,  𝐼𝑌,  𝐼𝑍 and fictitious spin-

1/2 operators[52] for spin S (𝑆𝛼
𝑖𝑗

 with 𝛼 = 𝑋, 𝑌, 𝑍 and 𝑖, 𝑗 = 1,2,3,4). 𝑆𝛼
12 𝑎𝑛𝑑 𝑆𝛼

34 are satellite-

transition single-quantum operators, 𝑆𝛼
23  are central-transition single-quantum operators, 

𝑆𝛼
13 𝑎𝑛𝑑 𝑆𝛼

24 are satellite-transition double-quantum operators, and 𝑆𝛼
14  are triple-quantum 

operators. The matrix representations of these spin operators are provided in Appendix A3.4. 

For example, ℋ𝑒𝑓𝑓
𝑆  may contain 𝑆𝑋

12 = 𝟏𝐼[|1⟩⟨2| + |2⟩⟨1|]/2, where 𝟏𝐼is the I-spin unit 

operator; and 𝐴𝑆𝐼𝑍 may contain heteronuclear terms such as 𝑆𝑋
23𝐼𝑧.  If 𝑂𝑘 is a given operator 

from the operator basis, the corresponding coefficient in ℋ𝑒𝑓𝑓 is calculated as 𝜔𝑘
𝑒𝑓𝑓

=

𝑇𝑟[𝑂𝑘ℋ𝑒𝑓𝑓]/𝑇𝑟[𝑂𝑘
2]. The same operator basis is utilized to expand the density operator, 𝜌 =

∑𝑎𝑘𝑂𝑘, where 𝑎𝑘 = 𝑇𝑟[𝑂𝑘𝜌]/𝑇𝑟[𝑂𝑘
2]. When dealing with specific examples of 𝜔𝑘

𝑒𝑓𝑓
and 𝑎𝑘, 

the labeling described in Table 3.1 is used. In Table 3.1, 𝟏𝑆
𝑖𝑗

 represents the unit operator in the 

subspace of states |𝑖⟩ and |𝑗⟩. 

 

 

 

 

 

 

Table 3.1 Spin operators (𝑂𝑘) and labeling of the coefficients 𝜔𝑘
𝑒𝑓𝑓

and 𝑎𝑘. 

 

 

 

k 1𝑖𝑗, 𝑥 

 

1𝑖𝑗, 𝑦 1𝑖𝑗, 𝑧 𝑥𝑖𝑗, 1 

 

𝑦𝑖𝑗, 1 

 

𝑧𝑖𝑗, 1 𝑥𝑖𝑗, 𝑥 

 

𝑥𝑖𝑗, 𝑦 

 

𝑥𝑖𝑗, 𝑧 
 

𝑂𝑘 𝟏𝑆
𝑖𝑗
𝐼𝑋 

 

𝟏𝑆
𝑖𝑗
𝐼𝑌 

 

𝟏𝑆
𝑖𝑗
𝐼𝑧 

 

𝑆𝑋
𝑖𝑗
𝟏𝐼 

 

𝑆𝑌
𝑖𝑗
𝟏𝐼 

 

𝑆𝑍
𝑖𝑗
𝟏𝐼 𝑆𝑋

𝑖𝑗
𝐼𝑋 

 

𝑆𝑋
𝑖𝑗
𝐼𝑌 

 

𝑆𝑋
𝑖𝑗
𝐼𝑍 

 

k 𝑦𝑖𝑗, 𝑥 

 

𝑦𝑖𝑗, 𝑦 

 

𝑦𝑖𝑗, 𝑧 
 

𝑧𝑖𝑗, 𝑥 

 

𝑧𝑖𝑗, 𝑦 

 

𝑧𝑖𝑗, 𝑧 
 

𝑂𝑘 𝑆𝑌
𝑖𝑗
𝐼𝑋 

 

𝑆𝑌
𝑖𝑗
𝐼𝑌 

 

𝑆𝑌
𝑖𝑗
𝐼𝑍 

 

𝑆𝑍
𝑖𝑗
𝐼𝑋 

 

𝑆𝑍
𝑖𝑗
𝐼𝑌 

 

𝑆𝑍
𝑖𝑗
𝐼𝑍 
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Effective Hamiltonian, truncation, and amplitude of coherences 

There are several ways to construct an effective Hamiltonian which can approximately describe 

the evolution due to a time-dependent Hamiltonian. Depending on the complexity of the 

system, multiple time dependencies etc., AHT and Floquet theory have been often and 

successfully employed in order to derive approximate effective Hamiltonians. For the spin 

system considered here, because of interference between the large time-dependent quadrupolar 

interaction and the RF field, an average Hamiltonian computed numerically in the jolting frame 

up to third order term in the Magnus expansion[56] was unable to reasonably predict the spin 

dynamics for different crystallite orientations. A detailed study of spin-dynamics associated 

with 1H-14N double cross polarization experiment[17] the matrix logarithm approach has been 

employed by Sajith et.al.[155] Since, as mentioned above, AHT was not capable to yield a fair 

quantitative description of the evolution, we have applied the matrix logarithm approach to 

evaluate numerically the effective Hamiltonian during TRAPDOR irradiation. The matrix 

logarithm method consists of two steps: (A) numerical calculation of the propagator 𝑈(𝑇𝑅 , 0), 

and (B) construction of ℋeff
𝑙𝑛  via numerical evaluation of the matrix logarithm, 

                                                ℋeff
𝑙𝑛 = ln(𝑈(𝑇𝑅 , 0)) (−𝑖𝑇𝑅)⁄ .                                                        [3.3]  

All simulations discussed in the manuscript are performed using home-written MATLAB® 

(The Mathworks, Inc.) code. 

 The T-HMQC pulse sequence starts with a 90o excitation pulse on I channel followed 

by a long pulse on S channel of duration of 𝜏𝑚𝑖𝑥 = 𝑛𝜏𝑅, where 𝜏𝑅 = 2𝜋/𝜔𝑅 and 𝑛 is an integer. 

We refer the first long pulse irradiation on the S nuclei as first TRAPDOR irradiation. 

Subsequently, rotor synchronized t1 evolution period follows, with an I-spin 𝜋 pulse in the 

middle for refocusing. The pulse sequence ends with a second TRAPDOR irradiation with the 

same 𝜏𝑚𝑖𝑥 followed by detection of I-spin signal.  

 As the spin dynamics of the system is rich, initial simulations were performed to 

understand the connection between the structure of the effective Hamiltonian and the 

amplitudes of various coherences produced during first TRAPDOR irradiation. The 

experimental parameters (𝜈𝑅 = 60 kHz, 𝜈1 = 100 kHz) are in the range considered in Ref. 

[20,21]. It was shown that the essential factor leading to efficient transfer is the presence of an 

offset, Δ𝜔𝑆.
[20,21] In most simulations presented below we consider Δ𝜔𝑆 2𝜋⁄ = 10 kHz. 

Towards the end we discuss the role of Δ𝜔𝑆 for efficient TRAPDOR transfer.  

 In Figure 3.2 various 𝜔𝑘
𝑒𝑓𝑓
/2𝜋 coefficients as well as amplitudes 𝑎𝑘 of several 

coherences produced by first TRAPDOR irradiation are displayed as function of 𝛾 for a fixed 
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𝛽 angle. Since transfer efficiency strongly depends on crystallite orientation, the angle 𝛽 was 

chosen to correspond to a good transfer from the initial state 𝜌(0) = 𝐼𝑋 to various 

heteronuclear coherences. It can be seen that both 𝜔𝑘
𝑒𝑓𝑓
/2𝜋 and 𝑎𝑘 exhibit a complex 

dependence on 𝛾. In addition and not unexpected (since the dipolar coupling is 1 kHz), 

coefficients 𝜔𝑘
𝑒𝑓𝑓
/2𝜋 of the heteronuclear terms in the effective Hamiltonian (Figure 3.2c) 

appear considerably smaller than the coefficients of pure-S terms (Figure 3.2b).  

 

 

  

 

 

 

 

 

 

 

 

Figure 3.2 (a) Variation of the amplitude of several coherences at the end of first TRAPDOR block with 

𝛾 angle. (b) Variation of several pure-S terms in ℋ𝑒𝑓𝑓. (c) Variation of several heteronuclear terms in  

ℋ𝑒𝑓𝑓. Numerical simulations are performed with 𝛽 = 50𝑜, 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 =

100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧, and 𝜈𝑅 = 60 𝑘𝐻𝑧. Duration of TRAPDOR irradiation is 100𝑇𝑅 (~1.67 ms). 

All the terms in Eq. [3.1] are considered. 

This suggests to treat 𝐴𝑆𝐼𝑍 terms as a perturbation to ℋ𝑒𝑓𝑓
𝑆  such that, to first 

approximation; the effective Hamiltonian can be approximated as 

                                      ℋ𝑒𝑓𝑓 = ℋ𝑒𝑓𝑓
𝑆 + 𝐴𝑆𝐼𝑍 ≅ ℋ𝑒𝑓𝑓

𝑆 + 𝐴𝑆
′ 𝐼𝑍,                                                     [3.4] 

where 𝐴𝑆′ is that part of 𝐴𝑆 which commutes with ℋ𝑒𝑓𝑓
𝑆 . If |�̃�⟩ denote the eigenstates of ℋ𝑒𝑓𝑓

𝑆 , 

evaluation of 𝐴𝑆
′  may be performed as  
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                                          𝐴𝑆
′ = ∑ |�̃�⟩⟨�̃�|⟨�̃�|𝐴𝑆|�̃�⟩.𝑚                            [3.5] 

The truncation procedure may break down if some eigenvalues of ℋ𝑒𝑓𝑓
𝑆  are close enough and 

there are matrix elements of the non-commuting part of 𝐴𝑆𝐼𝑍 connecting the corresponding 

eigenstates. Therefore, it is expected that the truncation procedure will be less accurate at larger 

dipolar couplings (other possibilities for the breakdown of the truncation approximation are 

discussed later).  

 To test the validity of the truncation approximation we have performed extensive 

numerical simulations with dipolar coupling of 1, 10, 20 kHz, and for various crystallite 

orientations. For each orientation, 𝐴𝑆′ is evaluated numerically, the density operator is 

propagated with 

      𝑈(𝑁𝑇𝑅 , 0) = 𝑒𝑥𝑝[−𝑖(ℋ𝑒𝑓𝑓
𝑆 + 𝐴𝑆𝐼𝑍)𝑁𝑇𝑅] ≅ 𝑒𝑥𝑝[−𝑖ℋ𝑒𝑓𝑓

𝑆 𝑁𝑇𝑅]𝑒𝑥𝑝[−𝑖𝐴𝑆′𝐼𝑍𝑁𝑇𝑅],      [3.6] 

and, for comparison, with the exact propagator 𝑒𝑥𝑝[−𝑖(ℋ𝑒𝑓𝑓
𝑆 + 𝐴𝑆𝐼𝑍)𝑁𝑇𝑅]. In Figure 3.3, 

amplitudes of various coherences, 𝑎𝑘, that are generated by first TRAPDOR irradiation are 

shown with (red) and without (black) the truncation approximation, as function of 𝛾 angle. 

 

 

 

 

 

 

 

 

 

 

Figure 3.3 Amplitude of TRAPDOR coherences 𝑆𝑋
12𝐼𝑌, 𝑆𝑋

23𝐼𝑌, 𝑆𝑋
13𝐼𝑌 calculated with (red) and without 

(black) the truncation approximation as function of 𝛾 angle and for three different dipolar couplings, 

(a-c) 𝜈𝐷 = 1 𝑘𝐻𝑧, (d-f) 10 𝑘𝐻𝑧, and (g-i) 20 𝑘𝐻𝑧 respectively. Other parameters used are 𝛽 = 50𝑜, 

𝐶𝑄 = 2 𝑀𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧, and 𝜈𝑅 = 60 𝑘𝐻𝑧. The duration of TRAPDOR 

irradiation is 100𝑇𝑅 for (a-c), 10𝑇𝑅 for (d-f), and 5𝑇𝑅 for (g-i). 
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It can be seen that amplitudes calculated with Eq. [3.2] and [3.4] are in excellent 

agreement for the 1 kHz dipolar coupling and differ only marginally for dipolar couplings of 

10 and 20 kHz (Figure 3.3d-i). Since for spin-3/2 nuclei coupled to protons short-range dipolar 

couplings are usually within a few kHz, we assume that the truncation approximation is 

accurate and we further proceed to investigate what inferences can be drawn from it.  

As according to Eq. [3.5] 𝐴𝑆
′  is generally not proportional to ℋ𝑒𝑓𝑓

𝑆 , this truncation 

procedure is more general than the truncation procedure adopted in Ref. [21] which projects 

heteronuclear terms in the Floquet effective Hamiltonian on the first-order Floquet effective 

Hamiltonian. A comparison between the two truncation procedures is presented in Appendix 

A3.5. Depending on crystallite orientation, predictions based on the two truncation procedures 

may be very similar, or may differ substantially. When they differ, predictions with truncation 

procedure adopted in Ref. [21] do not match the outcomes calculated without any truncation 

approximation (i.e., with the exact effective Hamiltonian). 

When coefficients of different terms in 𝐴𝑆′𝐼𝑍 and amplitudes of different coherences 

are examined as function of crystallite orientation, a functional resemblance between certain 

𝜔𝑘
𝑒𝑓𝑓
/2𝜋 and 𝑎𝑘

𝐼𝑆 is observed according to which 𝜔𝑥𝑝𝑞,𝑧
𝑒𝑓𝑓

2𝜋⁄ → 𝑎𝑥𝑝𝑞,𝑦
𝐼𝑆  and  𝜔𝑦𝑝𝑞,𝑧

𝑒𝑓𝑓
/2𝜋 →

𝑎𝑦𝑝𝑞,𝑦
𝐼𝑆  for all coherences involving 𝐼𝑌. This is illustrated in Figure 3.4 where a few amplitudes 

and the associated coefficients are displayed as function of 𝛾. We justify this correspondence 

analytically utilizing the truncation approximation as shown below. By employing Eq. [3.6] 

the density operator after a period of irradiation 𝑁𝑇𝑅 is  

                      𝜌(𝑁𝑇𝑅) ≅ 𝑒𝑥𝑝[−𝑖𝐴𝑆′𝐼𝑍𝑁𝑇𝑅]𝐼𝑋𝑒𝑥𝑝[𝑖𝐴𝑆′𝐼𝑍𝑁𝑇𝑅].                                                  [3.7] 

For small dipolar couplings (~1 kHz) the coefficients of various terms in 𝐴𝑆′𝐼𝑍 are below 

100 Hz as seen in Figure 3.4. Therefore, for irradiation periods which are not very long, the 

exponential operators can be expanded in Taylor series and the density operator to first order 

in 𝑁𝑇𝑅is  

                          𝜌(𝑁𝑇𝑅) ≅ 𝐼𝑋 − 𝑖𝐴𝑆
′ [𝐼𝑍, 𝐼𝑋]𝑁𝑇𝑅 = 𝐼𝑋 + 𝐴𝑆

′ 𝐼𝑌𝑁𝑇𝑅 .                                              [3.8] 

From Eq. [3.8] it can be seen that the amplitudes of various coherences involving 𝐼𝑌 are 

proportional to the corresponding coefficients in 𝐴𝑆′𝐼𝑍, hence the  𝜔𝑘
𝑒𝑓𝑓
/2𝜋 ↔ 𝑎𝑘

𝐼𝑆 functional 

resemblance is proved, at least for shorter irradiation times. For coherences involving 𝐼𝑋 (not 

shown here) such a resemblance is not apparent. This can be comprehended as follows. 
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Coherences involving 𝐼𝑋 develop at later times when the linear approximation involved in Eq. 

[3.8] is not sufficient. Adding to the density operator also the quadratic term, we obtain 

                                        𝜌(𝑁𝑇𝑅) ≅ 𝐼𝑋 + 𝐴𝑆
′ 𝐼𝑌𝑁𝑇𝑅 −

𝐴𝑆
′2𝐼𝑋𝑁

2𝑇𝑅
2

2
 .                                              [3.9] 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4 (a-c) Coefficients 𝜔𝑘
𝑒𝑓𝑓
/2𝜋 of various terms in 𝐴𝑆′𝐼𝑍, as function of 𝛾 angle. (d-f) Amplitudes 

of coherences 𝑆𝑋
12𝐼𝑌, 𝑆𝑋

23𝐼𝑌, and 𝑆𝑋
13𝐼𝑌 after 50𝑇𝑅 TRAPDOR irradiation. (g-i) The same after 100𝑇𝑅 

TRAPDOR irradiation. In (d-i) amplitudes are evaluated with Eq. [3.7] (black) and with the quadratic 

expansion of Eq. [3.9] (red). Other parameters used are: 𝛽 = 50𝑜, 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 =

100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧, and 𝜈𝑅 = 60 𝑘𝐻𝑧. 

 

Since, according to Eq. [3.9], the coherences involving 𝐼𝑋 are linked to 𝐴𝑆
′2, no simple 

functional resemblance between 𝜔𝑘
𝑒𝑓𝑓
/2𝜋 and 𝑎𝑘

𝐼𝑆 occurs. From Figure 3.4 it can be seen that 

Eq. [3.9] is quite accurate for irradiation times up to 50𝑇𝑅 (~0.83 ms). With 100𝑇𝑅 (~1.67 ms) 

significant differences are noticed with Eq. [3.9], however the functional resemblance between 

𝜔𝑘
𝑒𝑓𝑓
/2𝜋 and 𝑎𝑘

𝐼𝑆 is still evident. 
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T-HMQC experiment: sign (phase) of signal and role of the 𝝅 pulse 

 After deriving an initial insight on the features of the effective Hamiltonian and the 

connection with the amplitude of coherences created by the first TRAPDOR irradiation, we 

now consider the spin-dynamics associated with polarization transfer during the entire T-

HMQC experiment. In the following, we consider the T-HMQC experiment with 𝑡1 = 0 and, 

for the time being, with no I-spin 𝜋 pulse between the two TRAPDOR blocks. We have seen 

in the previous sections that, at the end of first TRAPDOR irradiation, several heteronuclear 

coherences are present and thus it is important to examine the connection between the type of 

excited coherences and the phase of the detected I-spin signal. We denote by A𝑘
𝐼  that part of 

the I-spin signal which is due to coherence ‘k’ at the end of the first TRAPDOR irradiation. In 

Figure 3.5, I-spin signals corresponding to coherences involving S-spin double-quantum terms 

are presented as function of the 𝛽 and 𝛾 angles.  

Figure 3.5 Top: T-HMQC experiment (𝑡1 = 0): dependence on 𝛽 and 𝛾 of I-spin signal, 𝐴𝑘
𝐼 , 

corresponding to coherence 𝑆𝑋
13𝐼𝑌 produced by first TRAPDOR block. For better visibility −𝐴𝑘

𝐼  is 

displayed. Bottom: dependence on 𝛽 and 𝛾 of I-spin signal, 𝐴𝑘
𝐼 , corresponding to coherence 𝑆𝑋

13𝐼𝑋 

produced by the first TRAPDOR block. Other parameters used are 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 =

100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧, and 𝜈𝑅 = 60 𝑘𝐻𝑧. Duration of excitation and reconversion TRAPDOR 

blocks is 100𝑇𝑅. No I-spin 𝜋 pulse is applied between the two blocks. 

Apart from the expected strong orientation dependence of the signals, it can be seen 

that the coherence involving 𝐼𝑋 (𝐼𝑌) lead to positive (negative) signals for all 𝛽 and 𝛾 angles. 
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It has been verified that this rule holds for all possible coherences present at the end of first 

TRAPDOR irradiation. Plots for coherences involving S-spin single-quantum terms (satellite 

and central transition) are presented in Appendix A3.6. Based on the truncation approximation 

this sign rule can be justified as follows.  

 Consider the I-spin signal corresponding to a given transfer pathway, 𝐼𝑋 → 𝑎𝑋
𝐼𝑆𝑂𝑆𝐼𝑋 →

𝑎𝑋
𝐼𝑆𝑎𝑋

𝑆𝐼𝐼𝑋 where 𝑂𝑆 is a pure-S spin operator. The transfer amplitudes 𝑎𝑋
𝐼𝑆 and 𝑎𝑋

𝑆𝐼 are  

                                               𝑎𝑋
𝐼𝑆 =

𝑇𝑟{𝑈(𝜏)𝐼𝑋𝑈
+(𝜏)𝑂𝑆𝐼𝑋}

𝑇𝑟{[𝑂𝑆𝐼𝑋]
2}

,                                                        [3.10] 

 

                                               𝑎𝑋
𝑆𝐼 =

𝑇𝑟{𝑈(𝜏)𝑂𝑆𝐼𝑋𝑈
+(𝜏)𝐼𝑋}

𝑇𝑟{[𝐼𝑋]2}
,                                                        [3.11] 

and using Eq. [3.6] we obtain 

                                            𝑎𝑋
𝐼𝑆 =

𝑇𝑟{𝑒𝑥𝑝[−𝑖𝐴𝑆′𝐼𝑍𝜏]𝐼𝑋𝑒𝑥𝑝[+𝑖𝐴𝑆′𝐼𝑍𝜏]𝑂𝑆𝐼𝑋}

𝑇𝑟{[𝑂𝑆𝐼𝑋]2}
,                          [3.12] 

                                            𝑎𝑋
𝑆𝐼 =

𝑇𝑟{𝑒𝑥𝑝[+𝑖𝐴𝑆′𝐼𝑍𝜏]𝐼𝑋𝑒𝑥𝑝[−𝑖𝐴𝑆′𝐼𝑍𝜏]𝑂𝑆𝐼𝑋}

𝑇𝑟{[𝐼𝑋]2}
 .                         [3.13] 

Since [ℋ𝑒𝑓𝑓
𝑆 , 𝐴𝑆′] = 0, ℋ𝑒𝑓𝑓

𝑆  and 𝐴𝑆
′  share the same eigenstates ℋ𝑒𝑓𝑓

𝑆 |�̃�⟩ = 𝜖𝑚|�̃�⟩, 𝐴𝑆′|�̃�⟩ =

𝛿𝑚|�̃�⟩ where ‘tilde’ signifies that |�̃�⟩  are generally different from Zeeman spin-3/2 

eigenstates. By using the basis {|�̃�𝛼⟩ = |�̃�⟩|𝛼⟩, |�̃�𝛽⟩ = |�̃�⟩|𝛽⟩}, the exponential operators 

in Eq. [3.12, 3.13] can be expressed as   

    𝑒𝑥𝑝[±𝑖𝐴𝑆′𝐼𝑍𝜏] =∑𝑒𝑥𝑝 [±
𝑖𝛿𝑚𝜏

2
] |�̃�𝛼⟩⟨�̃�𝛼|

𝑚

+∑𝑒𝑥𝑝 [∓
𝑖𝛿𝑚𝜏

2
] |�̃�𝛽⟩⟨�̃�𝛽|,

𝑚

          [3.14] 

and the transfer amplitudes become 

                                         𝑎𝑋
𝐼𝑆 =

1

2

∑ cos(𝛿𝑚𝜏) ⟨�̃�|𝑂𝑆|�̃�⟩𝑚

𝑇𝑟{[𝑂𝑆𝐼𝑋]2}
,                                                        [3.15] 

                                         𝑎𝑋
𝑆𝐼 =

1

2

∑ cos(𝛿𝑚𝜏) ⟨�̃�|𝑂𝑆|�̃�⟩𝑚

𝑇𝑟{[𝐼𝑋]2}
.                                                        [3.16] 

For pathway 𝐼𝑋 → 𝑎𝑌
𝐼𝑆𝑂𝑆𝐼𝑌 → 𝑎𝑌

𝐼𝑆𝑎𝑌
𝑆𝐼𝐼𝑋, proceeding in the same way as above we find 
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                                               𝑎𝑌
𝐼𝑆  =

1

2

∑ sin(𝛿𝑚𝜏) ⟨�̃�|𝑂𝑆|�̃�⟩𝑚

𝑇𝑟{[𝑂𝑆𝐼𝑌]2}
,                                                  [3.17] 

                                                𝑎𝑌
𝑆𝐼 = −

1

2

∑ sin(𝛿𝑚𝜏) ⟨�̃�|𝑂𝑆|�̃�⟩𝑚

𝑇𝑟{[𝐼𝑋]2}
.                                              [3.18] 

Therefore 𝑎𝑋
𝐼𝑆𝑎𝑋

𝑆𝐼 > 0 and 𝑎𝑌
𝐼𝑆𝑎𝑌

𝑆𝐼 < 0 hence I-spin signal coming via heteronuclear coherences 

involving 𝐼𝑋 (𝐼𝑌) is indeed positive (negative) regardless of crystallite orientation in accordance 

with the numerical calculations shown in Figure 3.5. 

In the actual T-HMQC experiment a 𝜋 pulse is applied on the I-spin channel in the 

middle of 𝑡1evolution, for refocusing I-spin offsets/chemical shifts. The influence of this pulse 

in defining the sign of the signal is investigated here. Let us consider first a 𝜋𝑋 pulse. We have 

                                   𝐼𝑋 → 𝑎𝑋
𝐼𝑆𝑂𝑆𝐼𝑋

𝜋𝑋
→ 𝑎𝑋

𝐼𝑆𝑂𝑆𝐼𝑋 → 𝑎𝑋
𝐼𝑆𝑎𝑋

𝑆𝐼𝐼𝑋 ,                                                      [3.19] 

                                   𝐼𝑋 → 𝑎𝑌
𝐼𝑆𝑂𝑆𝐼𝑌

𝜋𝑋
→ −𝑎𝑌

𝐼𝑆𝑂𝑆𝐼𝑌 → −𝑎𝑌
𝐼𝑆𝑎𝑌

𝑆𝐼𝐼𝑋 ,                                                [3.20] 

and hence the sign of the signal with a  𝜋𝑋 pulse is always positive regardless of the coherence 

type. For a 𝜋𝑌 pulse we have 

                                          𝐼𝑋 → 𝑎𝑋
𝐼𝑆𝑂𝑆𝐼𝑋

𝜋𝑌
→ −𝑎𝑋

𝐼𝑆𝑂𝑆𝐼𝑋 → −𝑎𝑋
𝐼𝑆𝑎𝑋

𝑆𝐼𝐼𝑋 ,                                         [3.21] 

                                          𝐼𝑋 → 𝑎𝑌
𝐼𝑆𝑂𝑆𝐼𝑌

𝜋𝑌
→ 𝑎𝑌

𝐼𝑆𝑂𝑆𝐼𝑌 → 𝑎𝑌
𝐼𝑆𝑎𝑌

𝑆𝐼𝐼𝑋 .                                                [3.22] 

Therefore, the sign of the I-spin signal with a 𝜋𝑌 pulse is always negative regardless of the 

coherence type. This ensures coherent addition of signals from different crystallite orientation 

regardless of the coherence type. However, it does not guarantee distortion-free lineshapes 

(e.g., for the indirect-dimension central transition (CT) lineshape) because as seen from Figure 

3.5, the transfer amplitudes exhibit a strong dependence on crystallite orientation. 

3.4 Continuous creation and evolution of coherences during 

TRAPDOR irradiation 

We have analyzed excitation of coherences with the aid of an effective Hamiltonian 

which is capable to predict the state of the system only at multiples of the rotor period. In this 

section we take a look at dynamics at arbitrary times within the rotor period during TRAPDOR 

irradiation.  
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 Figure 3.6 shows creation and evolution of a few heteronuclear coherences during first 

few (three) rotor periods, for a given crystallite orientation (𝛽 = 50°, 𝛾 = 0°), along with plots 

displaying eigenvalues of the S-spin part of the Hamiltonian in Eq. [3.1] as function of time. 

From the eigenvalue plot (Figure 3.6a) it can be seen that within every rotor period there are 

two level crossings, occurring at about 0.4 and 0.6TR. Abrupt changes in the amplitude and 

phase of various coherences take place around the crossings and close examination leads to the 

following observations. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.6 Creation of heteronuclear coherences at beginning (0 − 3𝑇𝑅) of TRAPDOR irradiation. (a) 

Eigenvalues of the S-spin part of the Hamiltonian in Eq. [3.1] over the same time period. (b-e) Time 

evolution of the amplitudes of various coherences. The parameters employed for simulation are: 𝐶𝑄 =

2 𝑀𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝛽 = 50°, 𝛾 = 0°. 

O1. Till the first level crossing only one coherence, 𝑆𝑍
14𝐼𝑌, (Figure 3.6b) is created with 

significant amplitude. Between any two consecutive crossings only 𝑆𝑍
14𝐼𝑌 builds up 

visibly. 

O2. At the first level crossing, central-transition, satellite-transition, and double-quantum 

coherences are produced at the expense of   𝑆𝑍
14𝐼𝑌.  

O3. Between consecutive level crossings, coherences exhibit a rather complex oscillatory 

pattern. At each crossing changes in the amplitude of these oscillations are noticeable.  
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O4.  Amplitudes of central-transition, satellite-transition, and double-quantum coherences are 

comparable.  

From Figure 3.6a, e it can be seen that coherences involving triple quantum S spin terms, 𝑆𝑋
14𝐼𝑌 

and 𝑆𝑌
14𝐼𝑌 are produced only after second crossing. This indicates that these coherences are not 

produced by interconversion of 𝑆𝑍
14𝐼𝑌 at the level crossing but rather from other coherences.  

Similar plots are displayed in Figure 3.7 and Figure 3.8 showing a window of evolution at 

much longer times (~100𝑇𝑅) where the amplitudes of various coherences are reaching 

maximal values. Though the behavior is complex, the following observations are noted. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7 Heteronuclear coherences towards the end (90 − 93𝑇𝑅) of TRAPDOR irradiation. (a) 

Eigenvalues of the S-spin part of the Hamiltonian in Eq. [3.1] over the same time period. (b-e) Evolution 

of amplitudes of various coherences. The parameters employed for simulation are: 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝛥𝜈𝑆 =

10 𝑘𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝛽 = 50°, 𝛾 = 0°.  

 

O5. Coherences 𝑆𝑌
23𝐼𝑌 and 𝑆𝑍

23𝐼𝑌 seem to act in quadrature between crossings as seen in 

Figure 3.7b. The word quadrature is used here and later to indicate an exact or 

approximate 90° phase difference between the oscillations of two coherences. 
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O6. 𝑆𝑋
23𝐼𝑌 and 𝑆𝑍

14𝐼𝑌 exhibits lesser variation than other coherences between crossings, Figure   

3.7b. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.8 Expansion of Figure 3.7 showing evolution over one rotor period. 

 

O7. Coherences 𝑆𝑋
12𝐼𝑌 and 𝑆𝑌

12𝐼𝑌 seem to act in quadrature between crossings, Figure 3.7c and 

3.8c. 

O8. Coherences 𝑆𝑋
13𝐼𝑌 and 𝑆𝑌

13𝐼𝑌 seem to act in quadrature between crossings, Figure 3.7d 

and 3.8d.  

O9. Single-quantum satellite coherences and double-quantum coherences appear to 

interconvert between consecutive crossings, as seen from Figure 3.7c,d and 3.8c,d. This 

can be appreciated from the beat patterns of 𝑆𝑋
12𝐼𝑌, 𝑆𝑌

12𝐼𝑌 versus 𝑆𝑋
13𝐼𝑌, 𝑆𝑌

13𝐼𝑌 around 

90.5𝑇𝑅 , 91.5𝑇𝑅, etc.   
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O10. The state of the system has entered an almost-periodic regime, 𝜌(𝑡) ≅ 𝜌(𝑡 + 𝑘𝑇𝑅) (with 

 k not too large).  

O11. Amplitudes for all coherences are comparable.  

O12. Between two crossings 𝑆𝑍
14𝐼𝑌, 𝑆𝑋

23𝐼𝑌, 𝑆𝑌
23𝐼𝑌, 𝑆𝑍

23𝐼𝑌 have either large or small amplitude as 

a group. When amplitudes in this group are large (small) amplitudes in a second group 

consisting of 𝑆𝑋
12𝐼𝑌, 𝑆𝑌

12𝐼𝑌, 𝑆𝑋
13𝐼𝑌, 𝑆𝑌

13𝐼𝑌 are small (large). This indicates systematic inter-

conversions among the two groups at level crossings. However, 𝑆𝑋
14𝐼𝑌 and 𝑆𝑌

14𝐼𝑌 do not 

seem to participate in this interconversion between the two groups. 

Statements O1-O12 were introduced based on observations made for a particular 𝛽 

angle (50°) which corresponds to two level crossings per rotor period. Statements O1-O12 are 

observed, fully or partially, for most 𝛽 angles capable of yielding reasonable T-HMQC signal. 

Statements O1-O5 seem to hold for all angles. However, ‘quadrature’ statements or 

interconversion statements may not be observed so easily for all 𝛽 angles. Also, observation 

O12 may involve different sets of coherences. For 𝛽 angles leading to four level crossings, due 

to smaller time intervals between crossings, quadrature and interconversion statements are 

more difficult to observe, Evolution of coherences for 𝛽 = 80°, corresponding to four level 

crossings per rotor period, is presented in Appendix A3.7.  

Theoretical description of evolution between consecutive level crossings 

 Most of the observations contained in O1-O12 are substantiated below within an 

approximate analytical approach. We consider first the evolution of coherences in time 

intervals between consecutive level crossings where, after the first of the consecutive crossings, 

heteronuclear coherences are already present. Since dipolar coupling considered here is small, 

for the time being, we neglect its effect. Also, for simplicity, we neglect ℋ𝑄
(2)

 (which is similar 

to an offset) and, dropping dependence on orientation in the notation, the time-dependent 

Hamiltonian is 

                                 ℋ(𝑡) = Δ𝜔𝑆𝑆𝑍+𝜔1𝑆𝑆𝑋 + 𝜔𝑄(𝑡)[3𝑆𝑍
2 − 𝑆(𝑆 + 1)].                                [3.23] 

Between crossings eigenvectors of ℋ(𝑡) do not change significantly, allowing us to describe 

the time evolution via the time-independent Hamiltonian 

                                ℋ = Δ𝜔𝑆𝑆𝑍+𝜔1𝑆𝑆𝑋 + �̅�𝑄[3𝑆𝑍
2 − 𝑆(𝑆 + 1)],                                    [3.24] 
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where  �̅�𝑄 =
∫ 𝜔𝑄(𝑡)ⅆ𝑡
𝑡𝑘+1
𝑡𝑘

𝑡𝑘+1−𝑡𝑘
, and 𝑡𝑘 and 𝑡𝑘+1 are times of two consecutive crossings. The 

eigenvalues and eigenvectors of the static Hamiltonian in Eq. [3.24] have been described in 

Ref. [150-151]. For Δ𝜔𝑆 < 𝜔1𝑆 < �̅�𝑄 it is allowed to neglect the satellite-transition RF terms, 

𝑆𝑋
12and 𝑆𝑋

34 (refer to eigenvector and eigenvalue description in Ref. [150] and a numerical 

investigation in Appendix A3.8). The Hamiltonian is then approximately the sum of two 

commuting terms  

                                            ℋ23 = Δ𝜔𝑆𝑆𝑍
23+2𝜔1𝑆𝑆𝑋

23 − 3 �̅�𝑄1𝑆
23,                                         [3.25]   

and 

                                                  ℋ14 = 3Δ𝜔𝑆𝑆𝑍
14 + 3 �̅�𝑄1𝑆

14.                                                      [3.26] 

Defining 𝜔𝑒𝑓𝑓 = √𝛥𝜔𝑆
2 + 4𝜔1𝑆

2 ; 𝑐𝑜𝑠𝜙 = Δ𝜔𝑆/𝜔𝑒𝑓𝑓; 𝑠𝑖𝑛𝜙 = 2𝜔1𝑆/𝜔𝑒𝑓𝑓 it is found 

(Appendix A3.9) that for initial central-transition coherences, evolution under the Hamiltonian 

in Eq. [3.25] gives 

 

𝑆𝑋
23𝐼𝑌 → [cos

2(𝜔𝑒𝑓𝑓𝑡/2) − sin
2(𝜔𝑒𝑓𝑓𝑡/2)𝑐𝑜𝑠2𝜙]𝑆𝑋

23𝐼𝑌 + [sin(𝜔𝑒𝑓𝑓𝑡) 𝑐𝑜𝑠𝜙]𝑆𝑌
23𝐼𝑌

+ [sin2(𝜔𝑒𝑓𝑓𝑡/2)𝑠𝑖𝑛2𝜙]𝑆𝑍
23𝐼𝑌,                                                                         [3.27] 

 

𝑆𝑌
23𝐼𝑌 → [cos(𝜔𝑒𝑓𝑓𝑡)]𝑆𝑌

23𝐼𝑌 − [sin(𝜔𝑒𝑓𝑓𝑡) 𝑐𝑜𝑠𝜙]𝑆𝑋
23𝐼𝑌

+ [sin(𝜔𝑒𝑓𝑓𝑡) 𝑠𝑖𝑛𝜙]𝑆𝑍
23𝐼𝑌,                                                                                  [3.28] 

𝑆𝑍
23𝐼𝑌

→ [cos2(𝜔𝑒𝑓𝑓𝑡/2) + sin
2(𝜔𝑒𝑓𝑓𝑡/2)𝑐𝑜𝑠2𝜙]𝑆𝑍

23𝐼𝑌 + [sin
2(𝜔𝑒𝑓𝑓𝑡/2)𝑠𝑖𝑛2𝜙]𝑆𝑋

23𝐼𝑌

− [sin(𝜔𝑒𝑓𝑓𝑡) 𝑠𝑖𝑛𝜙]𝑆𝑌
23𝐼𝑌.                                                                                                             [3.29] 

For small offsets 𝜙 ≅ 𝜋/2 and setting 𝑐𝑜𝑠𝜙 ≅ 0, 𝑐𝑜𝑠2𝜙 ≅ −1, 𝑠𝑖𝑛𝜙 ≅ 1, 𝑠𝑖𝑛2𝜙 ≅ 0, it 

follows that 𝑆𝑋
23𝐼𝑌 ≅ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 and that 𝑆𝑌

23𝐼𝑌 and 𝑆𝑍
23𝐼𝑌 are almost in quadrature. This justifies 

O5 and part of O6.  

On the other hand, for an initial satellite-transition coherence 𝑆𝑋
12𝐼𝑌, it is found that 
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𝑆𝑋
12𝐼𝑌 → [𝑐𝑜𝑠 (6�̅�𝑄𝑡 +

3

2
Δ𝜔𝑆𝑡) cos (

𝜔𝑒𝑓𝑓𝑡

2
)

+ sin (6�̅�𝑄𝑡 +
3

2
Δ𝜔𝑆𝑡) sin (

𝜔𝑒𝑓𝑓𝑡

2
)𝑐𝑜𝑠𝜙] 𝑆𝑋

12𝐼𝑌

− [𝑐𝑜𝑠 (6�̅�𝑄𝑡 +
3

2
Δ𝜔𝑆𝑡) sin (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑐𝑜𝑠𝜙

− sin (6�̅�𝑄𝑡 +
3

2
Δ𝜔𝑆𝑡) cos(

𝜔𝑒𝑓𝑓𝑡

2
)] 𝑆𝑌

12𝐼𝑌

+ [𝑠𝑖𝑛 (6�̅�𝑄𝑡 +
3

2
Δ𝜔𝑆𝑡) sin (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑠𝑖𝑛𝜙] 𝑆𝑋

13𝐼𝑌

− [𝑐𝑜𝑠 (6�̅�𝑄𝑡 +
3

2
Δ𝜔𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑠𝑖𝑛𝜙] 𝑆𝑌

13𝐼𝑌.                                   [3.30a] 

 

For small offsets 𝜙 ≅ 𝜋/2 and setting 𝑐𝑜𝑠𝜙 ≅ 0, 𝑐𝑜𝑠2𝜙 ≅ −1, 𝑠𝑖𝑛𝜙 ≅ 1, 𝑠𝑖𝑛2𝜙 ≅ 0, Eq. 

[3.30a] becomes 

𝑆𝑋
12𝐼𝑌 → cos (

𝜔𝑒𝑓𝑓𝑡

2
) [𝑐𝑜𝑠 (6�̅�𝑄𝑡 +

3

2
Δ𝜔𝑆𝑡) 𝑆𝑋

12𝐼𝑌 + sin (6�̅�𝑄𝑡 +
3

2
Δ𝜔𝑆𝑡) 𝑆𝑌

12𝐼𝑌]

+ [𝑠𝑖𝑛 (6�̅�𝑄𝑡 +
3

2
Δ𝜔𝑆𝑡) sin (

𝜔𝑒𝑓𝑓𝑡

2
)] 𝑆𝑋

13𝐼𝑌

− [𝑐𝑜𝑠 (6�̅�𝑄𝑡 +
3

2
Δ𝜔𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
)] 𝑆𝑌

13𝐼𝑌.                                         [3.30b] 

 

This approximate equation exhibits quadrature between 𝑆𝑋
12𝐼𝑌 and 𝑆𝑌

12𝐼𝑌 and at larger times 

(through 𝑠𝑖𝑛 (
𝜔𝑒𝑓𝑓𝑡

2
)) creation of double-quantum coherences 𝑆𝑋

13𝐼𝑌 and 𝑆𝑌
13𝐼𝑌. Similarly, 

starting with double-quantum coherence 𝑆𝑋
13𝐼𝑌 it is found that it evolves in quadrature with 

𝑆𝑌
13𝐼𝑌 and that at later times satellite transition 𝑆𝑋

12𝐼𝑌 and 𝑆𝑌
12𝐼𝑌 are produced. Analogous 

behaviour is observed also with initial coherences 𝑆𝑌
12𝐼𝑌 and 𝑆𝑌

13𝐼𝑌. With this, statements 

contained in O7-O9 are justified. 

 Finally, for initial heteronuclear coherences involving S-spin triple-quantum terms we 

have 

                                𝑆𝑋
14𝐼𝑌 → 𝑐𝑜𝑠(3𝛥𝑆𝑡)𝑆𝑋

14𝐼𝑌 + 𝑠𝑖𝑛(3𝛥𝑆𝑡)𝑆𝑌
14𝐼𝑌,                   [3.31a] 

                                𝑆𝑌
14𝐼𝑌 → 𝑐𝑜𝑠(3𝛥𝑆𝑡)𝑆𝑌

14𝐼𝑌 − 𝑠𝑖𝑛(3𝛥𝑆𝑡)𝑆𝑋
14𝐼𝑌.                   [3.31b] 

Eq. [3.31] predict quadrature evolution. However, Figure 3.7, 3.8 do not reveal quadrature 

evolution for  𝑆𝑋
14𝐼𝑌 and 𝑆𝑌

14𝐼𝑌. This may be due to the combination of two reasons: (a) 

comparable initial amplitudes of 𝑆𝑋
14𝐼𝑌 and 𝑆𝑌

14𝐼𝑌, and (b) insufficient time spent between two 
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consecutive crossings such that only incomplete oscillations of  𝑆𝑋
14𝐼𝑌 and 𝑆𝑌

14𝐼𝑌 are performed. 

In fact, it is possible to reproduce qualitatively the behaviour in Figure 3.7 and 3.8 by using 

Eq. [3.31] with appropriate initial conditions for 𝑆𝑋
14𝐼𝑌 and 𝑆𝑌

14𝐼𝑌. 

Within the same approximation employed in Eq. [3.25, 3.26] we consider now the effect 

of the dipolar coupling in the time interval 𝜏 between 𝑡 = 0 and the first level crossing. 

Introducing in a similar way the dipolar interaction averaged over 𝜏, �̅�2𝐼𝑍𝑆𝑍, the Hamiltonian 

is then the sum of commuting parts 

 

                                           ℋ14 = 3Δ𝜔𝑆𝑆𝑍
14 + 3�̅�𝑄𝟏𝑆

14 + �̅�6𝐼𝑍𝑆𝑍
14,                                         [3.32] 

 

                                            ℋ23 = Δ𝜔𝑆𝑆𝑍
23+𝟐𝜔1𝑆𝑆𝑋

23 − 3�̅�𝑄𝟏𝑆
23 + �̅�2𝐼𝑍𝑆𝑍

23.                       [3.33] 

With the initial condition 𝜌(0) = 𝐼𝑋 it is found (Appendix A3.10) that the state of the system 

at some time t before first level crossing is 

 

ρ(𝑡) = cos 3�̅�𝑡 𝟏𝑆
14𝐼𝑋 + sin 3�̅�𝑡 2𝑆𝑍

14𝐼𝑌

+ [cos (
𝜔+𝑡

2
) cos (

𝜔−𝑡

2
) + sin (

𝜔+𝑡

2
) sin (

𝜔−𝑡

2
) cos(𝜙+ − 𝜙−)] 𝟏𝑆

23𝐼𝑋

+ [cos𝜙+ sin (
𝜔+𝑡

2
) cos (

𝜔−𝑡

2
) − cos𝜙− cos (

𝜔+𝑡

2
) sin (

𝜔−𝑡

2
)] 2𝑆𝑍

23𝐼𝑌

+ [sin 𝜙+ sin (
𝜔+𝑡

2
) cos (

𝜔−𝑡

2
) − sin𝜙− cos (

𝜔+𝑡

2
) sin (

𝜔−𝑡

2
)] 2𝑆𝑋

23𝐼𝑌

+ sin (
𝜔+𝑡

2
) sin (

𝜔−𝑡

2
) sin(𝜙+ − 𝜙−)2𝑆𝑌

23𝐼𝑌 ,                                            [3.34] 

where cos 𝜙± = (Δ𝜔𝑆 ± �̅�)/𝜔±, sin𝜙± = 2𝜔1𝑆/𝜔±, 𝜔± = √(Δ𝜔𝑆 ± �̅�)
2
+ 4𝜔1𝑆

2 . If �̅� ≪

Δ𝜔𝑆 ≪ 𝜔1𝑆 a simple expression for ρ(𝑡) is obtained,  

ρ(𝑡) = cos 3�̅�𝑡 𝟏𝑆
14𝐼𝑋 + sin 3�̅�𝑡 2𝑆𝑍

14𝐼𝑌 + cos [
(𝜔+ − 𝜔−)𝑡

2
] 𝟏𝑆

23𝐼𝑋  

+sin [
(𝜔+ − 𝜔−)𝑡

2
] 2𝑆𝑋

23𝐼𝑌.         [3.35] 

From Eq. [3.35] it can be seen that heteronuclear coherences 𝑆𝑍
14𝐼𝑌 and 𝑆𝑋

23𝐼𝑌 build up. 

However, due to the very small difference between 𝜔+ and 𝜔−, 𝑆𝑋
23𝐼𝑌 builds up very slowly in 

comparison with 𝑆𝑍
14𝐼𝑌. We can see this by taking 𝜔1𝑆/2𝜋 = 100 kHz, Δ𝜔𝑆/2𝜋 =
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10 kHz, �̅�/2𝜋 = 0.5 kHz and obtaining 
1

2
(𝜔+ − 𝜔−)/2𝜋 = 25 Hz, which is much smaller 

than 3�̅�/2𝜋 = 1.5 kHz. We conclude that, for the short evolution time 𝜏 from 𝑡 = 0 to first 

crossing, the major coherence created is 𝑆𝑍
14𝐼𝑌, thus explaining observation O1.  Starting with 

first level crossing other coherences are created by conversion from 𝑆𝑍
14𝐼𝑌. From Figure 3.6 we 

see that the only coherence which builds up visibly between any two consecutive crossings is 

𝑆𝑍
14𝐼𝑌.  The buildup of 𝑆𝑋

23𝐼𝑌 between consecutive crossings is not perceptible because of the 

same reason, the smallness of  (𝜔+ − 𝜔−).  

Transfer process and level crossings in quadrupolar systems revisited 

 An essential role in the transfer process is played by the behaviour of coherences during 

level crossings. According to A. J. Vega this behaviour depends on the swiftness of the passage 

of the system through the level crossings and three regimes are defined: the adiabatic, the 

intermediate, and the fast.[150,151] In this section we attempt to envisage the spin dynamics 

during TRAPDOR irradiation in the context of the three regimes. 

In the adiabatic regime, if the system is initially in an eigenstate |𝜖(0)⟩ of the time-

dependent Hamiltonian, it will evolve into the eigenstate |𝜖(𝑡)⟩ at any time 𝑡. For Δ𝜔𝑆 < 𝜔1𝑆 <

max (𝜔𝑄(𝑡))  the eigenstates away from the level crossings are approximately |1⟩, |𝑐+⟩ =

(|2⟩ + |3⟩)/√2, |𝑐−⟩ = (|2⟩ − |3⟩)/√2, |4⟩, and during any level crossing they interchange as 

|1⟩ ↔ |𝑐+⟩, |4⟩ ↔ |𝑐−⟩.
[150,151] With this it follows that various coherences will interchange 

according to well defined rules. Relevant for us is the 𝑆𝑍
14 ↔ 𝑆𝑋

23 interchange. Indeed, we have 

seen that before first crossing only 𝑆𝑍
14𝐼𝑌 builds up significantly and therefore this coherence 

should pass into 𝑆𝑋
23𝐼𝑌 at the crossing. Between the first and second crossing 𝑆𝑍

14𝐼𝑌 builds up 

again from 𝐼𝑋 while 𝑆𝑋
23𝐼𝑌 does not change much. At second crossing 𝑆𝑋

23𝐼𝑌 and 𝑆𝑍
14𝐼𝑌 

interchange and so on. Other coherences do not participate to this 'exchange' process. Very 

important, heteronuclear coherences involving S-spin double-quantum terms cannot be created 

in the adiabatic case hence double-quantum T-HMQC would not be efficient. Moreover, the 

adiabatic case can be achieved only at very low spinning speeds, which will not work due to 

proton dephasing. The adiabatic case is illustrated in Figure 3.9.  

From Figure 3.9 it can be seen that appreciable amplitudes of 𝑆𝑋
12𝐼𝑌, 𝑆𝑋

13𝐼𝑌, and 𝑆𝑋
14𝐼𝑌 

occur as transients during the level crossings. Between crossings these amplitudes are always 

modest. When different crystallite orientations are considered, the position of the crossings will 

be different. Since the system spends considerably more time between crossings, few 

orientations will happen to have their crossings at the end of the TRAPDOR pulse and hence 
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to lead to a large amplitude of 𝑆𝑋
12𝐼𝑌, 𝑆𝑋

13𝐼𝑌, and 𝑆𝑋
14𝐼𝑌. Therefore, we don’t expect sizable 

signal via these coherences in a powder. The presence of 𝑆𝑋
12𝐼𝑌, 𝑆𝑋

13𝐼𝑌, and 𝑆𝑋
14𝐼𝑌 away from 

crossings indicates that the exact eigenstates of the Hamiltonian differ to some extent from the 

states |1⟩, |4⟩, |𝑐+⟩, 𝑎𝑛𝑑 |𝑐−⟩. Finally, the absence of oscillations between consecutive 

crossings is a feature of the adiabatic process as under adiabatic conditions the density operator 

is commuting at any time with the time-dependent Hamiltonian. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.9 TRAPDOR evolution in the adiabatic regime at 𝜈𝑅 = 1 𝑘𝐻𝑧. (a) Eigenvalues of the S-spin 

part of the Hamiltonian in Eq. [3.1] during first TRAPDOR irradiation pulse. (b-e) Creation and 

evolution of various coherences during the same period. Other parameters are: 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝛥𝜈𝑆 =

10 𝑘𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧,  𝛽 = 50°, 𝛾 = 0°. 

   The parameters considered here, as well as in Ref. [20,21] correspond to the 

intermediate regime. In the intermediate regime, coherences interchange in a complex way 

during crossings. In Figure 3.6, at first crossing, 𝑆𝑍
14𝐼𝑌 passes into a combination of 

heteronuclear coherences involving S-spin central-transition, satellite-transition, and double-

quantum terms. With next crossings (Figure 3.6, 3.7, 3.8) the complex interchange results in 
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production of different coherence types with comparable amplitude. Production of 

heteronuclear coherences involving S-spin double-quantum terms is possible and is indeed 

exploited in T-HMQC experiments.[20,21] However, an analytical description of dynamics 

during crossings is not available.  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.10 T-HMQC at rotary resonance. (a) Eigenvalues of S-spin part of the Hamiltonian as function 

of time for the first 3 rotor periods of TRAPDOR irradiation. (b) Creation of 𝑆𝑋
23𝐼𝑌 (black), 𝑆𝑌

23𝐼𝑌 (red), 

𝑆𝑍
23𝐼𝑌 (red dash), and 𝑆𝑍

14𝐼𝑌 (blue) over the same period of time. (c) Amplitude of coherence 𝑆𝑌
23𝐼𝑌 after 

100𝑇𝑅 TRAPDOR irradiation, as function of 𝛾 for 𝛽 = 65°. Calculations are performed with (red) and 

without (black) truncation approximation. (d) Amplitude of I-spin signal via 𝑆𝑋
23𝐼𝑌 pathway as function 

of 𝛽 and 𝛾. (e) Amplitude of I-spin signal via 𝑆𝑌
23𝐼𝑌 pathway as function of 𝛽 and 𝛾. In (d) and (e) both 

TRAPDOR blocks have a duration 100𝑇𝑅.  Other parameters common to all plots: 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝛥𝜈𝑆 =

10 𝑘𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 30 𝑘𝐻𝑧, and 𝜈𝑅 = 60 𝑘𝐻𝑧. 

In the sudden regime the system passes so fast through crossings that any coherence 

present before crossing is found untouched after crossing. In this case the effective dipolar 

coupling �̅� can be calculated by taking the average of 𝑑(𝑡) over one rotor period which yields 

�̅� = 0 and no transfer is produced. However, transfer can occur if a rotary resonance 

condition[73,156] can be achieved for the central transition, which is compatible with the sudden 

regime. For a spinning speed of 60 kHz the first rotary resonance condition 𝜔1𝑆 = 𝜔𝑅/2 falls 

approximately in the sudden regime as it can be appreciated from Figure 3.10a and b where it 

can be seen that coherences involving central transition have little variation at the level 

crossings. Within first term in Magnus expansion, it was shown that the average Hamiltonian 

contains recoupled dipolar terms proportional to 𝑆𝑍
23𝐼𝑍 and 𝑆𝑌

23𝐼𝑍.[156] As a consequence, 
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heteronuclear coherences involving central transition can be produced and utilized in a T-

HMQC experiment. Within first term in Magnus expansion, no transfer is predicted to 

heteronuclear coherences involving S-spin double-quantum terms, and this feature is confirmed 

by simulations which indicate very low transfer efficiency to these coherences (not shown). In 

Figure 3.10c the amplitude of 𝑆𝑌
23𝐼𝑌 at the end of first TRAPDOR irradiation is displayed as 

function of 𝛾 for 𝛽 = 65°, and is evaluated with and without truncation approximation. The 

discrepancy clearly indicates the failure of truncation approximation for the chosen 𝛽 angle. 

Simulations show similar behavior for other 𝛽 in the range 60 − 70°. In Figure 10d,e the I-

spin T-HMQC signals (𝑡1 = 0) corresponding to 𝑆𝑋
23𝐼𝑌 and 𝑆𝑌

23𝐼𝑌 are displayed as function of 

𝛽 and 𝛾. It can be seen from Figure 10e that the sign of the signal due to 𝑆𝑌
23𝐼𝑌 depends on 𝛽 

and 𝛾. On the other hand, our proof that the sign of the signal is independent of the coherence 

type relies on the truncation approximation which, as we have shown above, is not valid at the 

rotary resonance. Moreover, the sign rule for the signal is violated for the same 60 − 70° range 

of 𝛽 angle. Hence it appears that the constancy of the sign of the signal and the validity of 

truncation approximation may be closely related. Finally, we note that, for this rotary resonance 

condition, calculations performed with and without the time-dependent second-order 

quadrupolar Hamiltonian resulted in different outcomes, indicating the necessity of taking into 

account the full second-order quadrupolar Hamiltonian. On the other hand, for 𝜈1𝑆 in the range 

of interest, 90-110 kHz, simulations performed with and without the time-dependent second-

order quadrupolar Hamiltonian led to extremely small differences for all crystallite 

orientations. 

 For the following discussion we reproduce again observation O1 according to which, (a) 

till the first level crossing, only 𝑆𝑍
14𝐼𝑌 is created with significant amplitude and (b) only 𝑆𝑍

14𝐼𝑌 

builds up visibly between any two consecutive crossings. These two statements lead to the 

thought that 𝑆𝑍
14𝐼𝑌 is a sort of driving coherence: it would build between consecutive crossings 

and then it would get converted to other coherences during crossings. We have tested this 

conjecture by artificially erasing a given coherence at any moment during TRAPDOR 

irradiation and monitoring how this influences creation and evolution of all the other 

coherences. For any coherence erased it was found that creation of all other coherences was 

suppressed to a certain degree. However, when the coherence continuously erased was 𝑆𝑍
14𝐼𝑌, 

the suppression of other coherences was the most efficient (amplitudes of created coherences 

are one or two orders of magnitude smaller than when erasing any other coherence). This 

supports the conjecture that 𝑆𝑍
14𝐼𝑌 is the driving coherence, in the sense discussed above. The 
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fact that, when erasing any given coherence, the buildup of all other coherences gets quenched 

to a certain degree is easily explained. If a coherence converts to the erased coherence the 

reverse transfer does not take place and, due to the complex coherence interconversion in the 

intermediate regime, the erasure acts as an overall damping process.  

 Finally, we will briefly discuss the role of the S-spin offset. In Ref. [20,21] it was shown, 

within the Floquet effective Hamiltonian formalism, that recoupling is not efficient at offset 

zero (irradiation of the centerband) but it may occur at discrete values of the offset (irradiation 

at a given sideband, etc.). Their approach could not be used with arbitrary offset values. 

However, numerical simulations presented in Ref. [20,21] show a fairly broad dependence of 

transfer efficiency on offset, indicating there are no narrow recoupling conditions. Although 

not really shedding more light, we add here a few observations. Figure 3.11 shows the 

continuous buildup of a few coherences during TRAPDOR irradiation for offset zero and 1 

kHz (second order quadrupolar interaction set to zero). With zero offset no steady buildup of 

coherences is observed (Figure 3.11a-e). On the other hand, dynamics is significantly altered 

even with the small offset of 1 kHz and coherences start to build up at different rates (Figure 

3.11f-j). Among others, we have a sizable buildup of 𝑆𝑋
23𝐼𝑌. On the contrary, at offset zero, it 

can be seen that amplitude of 𝑆𝑋
23𝐼𝑌 is strictly zero at arbitrary times. We have a simple and 

interesting proof of this, based on the symmetry of the time-dependent Hamiltonian (Appendix 

A3.11). With increasing offset values, rather similar buildup rates are observed for all 

coherences (Appendix A3.12).  

Most simulations presented in this work have been performed with an offset of 10 kHz 

which is considerably smaller than the RF strength (100 kHz). Simulations with Δ𝜈𝑆 in the 0-

60 kHz range show a steady increase in T-HMQC signals up to 10 kHz and comparable signals 

in the 10-60 kHz range. Regarding the structure of the effective Hamiltonian no qualitative 

differences are noted for different offsets, except for the fact that, although heteronuclear terms 

in the effective Hamiltonian are comparable for all offsets considered, they are strongly 

suppressed by the truncation when Δ𝜈𝑆 ≅ 0 kHz. Regarding evolution during crossings and 

between consecutive crossings, statements O1-O9 have been based on simulations with the 

small offset Δ𝜈𝑆 = 10 kHz, and an approximate theoretical explanation for some of them was 

provided. For larger offsets, simulations reveal a more complex behavior of coherences 

between consecutive crossings. For example, quadrature evolution of pairs of coherences 

becomes less evident. This is not surprising since Eq. [3.27-3.30] couple pairs of coherences 

only in the limit of small offsets.  
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Figure 3.11 Amplitudes of several heteronuclear coherences during a period 400𝑇𝑅 of TRAPDOR 

irradiation with (a-e)  𝛥𝜈𝑆 = 0 𝑘𝐻𝑧 and (f-j) 𝛥𝜈𝑆 = 1 𝑘𝐻𝑧. Other parameters employed are: 𝐶𝑄 =

2 𝑀𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 95 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧,  𝛽 = 55°,  and 𝛾 = 0°. Second order quadrupolar 

interaction was set to zero.   

3.5 Conclusions 
 

  In this work we present a theoretical and numerical description of the T-HMQC 

experiment for a 1H - 35Cl (S = 3/2) spin system, with an emphasis on the dependence of signal 

on crystallite orientation and on the continuous creation, evolution, and inter-conversion of 

coherences at arbitrary times during TRAPDOR irradiation. This work can be seen as an 

addition to the approach and conclusions of Ref. [21]. 

 To study the rich and complex spin dynamics due to the interference between the large 

time-dependent quadrupolar interaction and the RF field, an exact effective Hamiltonian was 

constructed numerically using the matrix logarithm approach. The different orders of 

magnitude of pure-S and heteronuclear terms in the exact effective Hamiltonian suggest a 

perturbative treatment or truncation of the later, as a first approximation. For the RF field 

strengths of interest, time-evolutions calculated with and without the truncation approximation 

are found to be in excellent agreement for dipolar couplings up to a few kHz, regardless of 

crystallite orientation. It is shown that, even with larger dipolar couplings (10-20 kHz), 

truncation approximation provides fair agreement with the calculations based on the exact 

effective Hamiltonian. The truncation procedure is similar to the procedure adopted in Ref. 

[21]. but is more general as it allows more heteronuclear terms to survive truncation.  

 When examining the structure of the exact effective Hamiltonian and of the amplitudes 

of various coherences produced by first TRAPDOR irradiation, we observe a functional 

resemblance between amplitudes of coherences and coefficients of various terms in the 

truncated effective Hamiltonian, as function of crystallite orientation. Utilizing the truncation 
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approximation and a Taylor expansion of the propagator, we have justified the functional 

resemblance for coherences involving 𝐼𝑌. However, for coherences involving 𝐼𝑋 such a 

functional resemblance is not apparent. Coherences involving  𝐼𝑋 develop at longer times, due 

to higher order terms in the Taylor expansion, resulting in complex dependence.     

 Subsequently, for the full T-HMQC experiment, the truncation approximation is 

utilized to derive analytically the dependence of the sign (phase) of the I-spin signal on the 

coherence type created by TRAPDOR irradiation. We show that, without a 𝜋 pulse on I channel 

in the middle of the indirect dimension, sign of signals originating from different coherence 

types can be positive or negative, but for a given coherence it is independent of crystallite 

orientation. However, with the 𝜋 pulse, we demonstrate that signals originating from any 

indirect-dimension coherences have the same sign. This overall sign depends on the phase of 

the 𝜋 pulse.  

 An analysis of spin dynamics at arbitrary times during TRAPDOR irradiation has also 

been performed. Behaviour between consecutive crossings is described analytically within an 

approximation often used, which retains RF effects only in the central-transition subspace.  

Equations reveal ‘quadrature’ evolution of pairs of coherences and coherence interconversion 

e.g., between single-quantum satellite transition and double-quantum transition coherences. 

The adiabatic, sudden, and intermediate regimes for T-HMQC are discussed within the 

approach established by A. J. Vega, in which spin dynamics around crossings depends on the 

swiftness of the passage through crossing. Equations as well as numerical simulations suggest 

that there exists a driving coherence (𝑆𝑍
14𝐼𝑌) which builds up between consecutive crossings 

and then gets distributed among other coherences at crossings. Based on this observation, it is 

shown that coherences involving S-spin double-quantum terms are not efficiently produced in 

the adiabatic and sudden regimes. We have considered also the first rotary resonance condition, 

which falls in the sudden regime. In this case efficient creation of coherence involving central-

transition terms is possible. Interestingly, we see that the truncation approximation fails at 

rotary resonance and at the same time the sign of certain T-HMQC signals is not anymore 

independent on crystallite orientation. It seems there exists a connection between these two 

features but the reason for this connection is not clear at present. In the intermediate regime 

redistribution of the driving coherence to other coherences is almost uniform such that 

coherences involving S-spin double-quantum terms may be efficiently produced as in fact 

demonstrated in Ref. [20,21]. 
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 Finally, we studied the continuous creation and evolution of heteronuclear coherences 

as function of the S-spin offset for individual crystallite orientations. With zero offset, most 

coherences are created during TRAPDOR irradiation but exhibit a low-amplitude beat pattern 

which prevents a steady buildup, resulting in overall low sensitivity for a powder. Introduction 

of small offsets (~1 kHz) leads to a radical change in the dynamics: different heteronuclear 

coherences exhibit a steady buildup, albeit at quite different rates. With larger offsets (~ 4 kHz 

or above) the buildup rates of most coherences are similar resulting in efficient transfer for 

most coherence types.  
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4 
     Summary and Discussion 

The work presented in this thesis constitutes a theoretical and numerical investigation 

of the spin-dynamics in two recently demonstrated experiments, the 1H-14N double cross-

polarization under fast MAS experiment by Carnevale et al.[17,18] and the 1H-35Cl TRAPDOR-

HMQC[20,21] experiment of Hung et al. Both experiments involve long periods of RF irradiation 

on the quadrupolar nuclei channel. Creation and evolution of various coherences generated in 

these proton-detected experiments are investigated. To analyse the rich and complex spin 

dynamics due to interference between the large time-dependent quadrupolar interaction and the 

RF field, an exact effective Hamiltonian is constructed numerically using the matrix logarithm 

approach. Structure of the effective Hamiltonian is connected with transfer amplitudes to 

various coherences, the output signal, etc. and, when possible, characteristic features of the 

spin dynamics are derived theoretically. The analysis also provides insight on the efficiency of 

these experiments under different experimental conditions.  

  First part of the work described, in Chapter 2, deals with a comprehensive investigation 

of 1𝐻(𝐼) → 14𝑁(𝑆) CP spin dynamics and in particular the efficient 1𝐻 → 14𝑁 → 1𝐻 CP 

transfer in double CP experiments in the context of Ref. [17,18]. The matrix logarithm approach 

and Floquet theory are employed to compute numerically the effective Hamiltonian associated 

to the time dependent Hamiltonian associated with CP. Certain common features related to 

construction of effective Hamiltonians by both approaches are discussed. The main 

observations related to 1H-14N CPMAS/double CP transfer are: (a) various spin terms of the 

effective Hamiltonian exhibit a strong dependence on the crystallite orientation; (b) significant 

CP transfer occurs only when magnitudes of the effective 1H and 14N RF strengths are 

comparable, and simultaneously all pure 14N terms in the effective Hamiltonian are small, 

except for the longitudinal and the RF terms; (c) the sign of 14N CPMAS signal follows the 

sign of 14N effective RF strength; (d) sign of the double CP signal is largely independent of 

crystallite orientation. Matching conditions employing multiples of the spinning frequency or 

involving different 14N RF strengths are predicted and verified. An analytical proof of (d) is 

provided together with a theoretical estimate for the ratio of 1H-14N and 14N-1H transfer 

amplitudes which is further substantiated through simulations. In addition, it is found that 

double CP signals include contributions from several single-quantum coherences present after  
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the first CP process. The uneven contribution from different coherences leads to a reversal of 

signal at very short contact times, a feature noted experimentally by Carnevale et al. The 

connection between CPMAS transfer and efficient spin-lock is discussed and illustrated. The 

factors affecting second-order quadrupolar lineshapes in double CP experiment are examined.  

  Second part of the work described in the thesis, Chapter 3, investigates the spin 

dynamics associated with TRAPDOR- HMQC[20,21] type experiments. A theoretical and 

numerical description of spin dynamics associated with TRAPDOR-HMQC (T-HMQC) 

experiment for a 1H–35Cl (I-S) spin system under fast MAS is discussed. Towards this, an exact 

effective Hamiltonian describing the system is numerically constructed with the matrix 

logarithm approach. The different magnitudes of heteronuclear and pure S terms in the 

effective Hamiltonian allow us to suggest a truncation approximation, which is shown to be in 

excellent agreement with the exact time evolution of the spin system. Limitations of this 

approximation, especially at the rotary resonance condition, are discussed. The truncated 

effective Hamiltonian is further employed to monitor the build-up of various coherences during 

TRAPDOR irradiation. We observe and explain a functional resemblance between the 

magnitude of different terms in the truncated effective Hamiltonian and the amplitudes of 

various coherences during TRAPDOR irradiation, as function of crystallite orientation. 

Subsequently, the dependence of the sign (phase) of the T-HMQC signal on the coherence type 

generated is investigated numerically and justified analytically. Proceeding beyond effective 

Hamiltonian predictions, we examine the continuous creation and evolution of various 

coherences at arbitrary times during RF irradiation, i.e., during and between avoided level 

crossings. Behaviour between consecutive crossings is described analytically and reveals 

‘quadrature’ evolution of pairs of coherences and coherence interconversions. The adiabatic, 

sudden, and intermediate regimes for T-HMQC experiments are discussed within the approach 

established by A. J. Vega. Equations as well as numerical simulations suggest the existence of 

a driving coherence which builds up between consecutive crossings and then gets distributed 

at crossings among other coherences. It is found that, in the intermediate regime, redistribution 

of the driving coherence to other coherences during avoided level crossings is almost uniform, 

enabling efficient production of coherences involving 35Cl spin double-quantum terms. 
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Discussions and Future Directions 

  In this thesis we have illustrated the application of the matrix logarithm approach, not 

only for numerical simulations, but also for gaining insight into the relevant spin coherences.  

  With a single spin pair of 1H-14N, most experimental observations in double CP 

experiments were justified with the aid of an effective Hamiltonian constructed with the matrix 

logarithm approach. We believe that the methods employed and the insight provided in this 

thesis may help in developing new 1H-14N polarization transfer schemes.  

  In the analysis of TRAPDOR-HMQC experiments we have utilized a dual approach. 

On one hand, several important conclusions were reached via effective Hamiltonian 

calculations. On the other hand, a more intimate understanding of the transfer process was 

provided by analysis of spin dynamics at arbitrary times during RF irradiation. This dual 

approach may be useful for the study of other time-dependent problems. 

  Finally, we believe that the studies presented in this thesis demonstrate the potential of 

the matrix logarithm approach, in understanding the underlying spin dynamics, and may 

encourage its applications to other complex experiments in solid state NMR. 
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Appendix 1 
 

A1.1 Rotation of spin operators 
 

The unitary operator corresponding to rotation in spin space is given by 𝑅𝑍(𝜃) = e
−𝑖𝜃𝐼𝑍  for a 

rotation by an angle 𝜃 about 𝑍 axis. Under this operation a component of the spin operator, say 

𝐼𝑋  transforms into 

                                         𝑅𝑍(𝜃)𝐼𝑋𝑅𝑍(𝜃)
−1 = e−𝑖𝜃𝐼𝑍𝐼𝑋e

+𝑖𝜃𝐼𝑍.                                         [A1.1] 

Expansion of the above expression using Taylor series yields 

𝑅𝑍(𝜃)𝐼𝑋𝑅𝑍(𝜃)
−1 = (1 − 𝑖𝜃𝐼𝑍 −

𝜃2

2
𝐼𝑍
2 +⋯) 𝐼𝑋 (1 + 𝑖𝜃𝐼𝑍 −

𝜃2

2
𝐼𝑍
2 +⋯) 

                                 = 𝐼𝑋 − 𝑖𝜃[𝐼𝑍, 𝐼𝑋] −
𝜃2

2
[𝐼𝑍, [𝐼𝑍, 𝐼𝑋]] +

𝑖𝜃3

6
[𝐼𝑍, [𝐼𝑍, [𝐼𝑍, 𝐼𝑋]]] + ⋯             [A1.2] 

Using the identities corresponding to the cyclic permutation of the angular momentum 

operators, 

                                            [𝐼𝑋 , 𝐼𝑌] = 𝑖𝐼𝑍, [𝐼𝑍, 𝐼𝑋] = 𝑖𝐼𝑌, [𝐼𝑌, 𝐼𝑍] = 𝑖𝐼𝑋 ,                             [A1.3] 

the various commutators appearing above can be replaced as 

   𝐼𝑋 − 𝑖𝜃[𝐼𝑍, 𝐼𝑋] −
𝜃2

2
[𝐼𝑍, [𝐼𝑍, 𝐼𝑋]] +

𝑖𝜃3

6
[𝐼𝑍, [𝐼𝑍, [𝐼𝑍, 𝐼𝑋]]] + ⋯     

                                  = 𝐼𝑋 + 𝜃𝐼𝑌 −
𝜃2

2
𝐼𝑋 −

𝑖𝜃3

6
𝐼𝑌 +⋯ 

                                  = 𝐼𝑋 (1 −
𝜃2

2
+⋯) + 𝐼𝑌 (𝜃 −

𝑖𝜃3

6
+⋯)            [A1.4] 

after grouping and rearranging. Using the series expansions cos 𝜃 = (1 −
𝜃2

2
+⋯) and 

sin 𝜃 = (𝜃 −
𝑖𝜃3

6
+⋯), the above expression can be simplified as 

                                           𝑅𝑍(𝜃)𝐼𝑋𝑅𝑍(𝜃)
−1   = 𝐼𝑋 cos 𝜃 + 𝐼𝑌sin 𝜃                                  [A1.5a] 

Proceeding in the same way one obtains 

                                   𝑅𝑍(𝜃)𝐼𝑌𝑅𝑍(𝜃)
−1   = 𝐼𝑌 cos 𝜃 − 𝐼𝑋 sin 𝜃.                                      [A1.5b] 
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Since 𝑅𝑍(𝜃) commutes with 𝐼𝑍 we have 𝑅𝑍(𝜃)𝐼𝑍𝑅𝑍(𝜃)
−1   = 𝐼𝑍 

For rotations about X axis,  

𝑅𝑋(𝜃)𝐼𝑋𝑅𝑋(𝜃)
−1   = 𝐼𝑋 , 

𝑅𝑋(𝜃)𝐼𝑌𝑅𝑋(𝜃)
−1   = 𝐼𝑌 cos 𝜃 + 𝐼𝑍 sin 𝜃, 

     𝑅𝑋(𝜃)𝐼𝑍𝑅𝑋(𝜃)
−1   = 𝐼𝑍 cos 𝜃 − 𝐼𝑌 sin 𝜃.         [A1.5c] 

For rotations about Y axis,  

𝑅𝑌(𝜃)𝐼𝑌𝑅𝑌(𝜃)
−1   = 𝐼𝑌, 

𝑅𝑌(𝜃)𝐼𝑋𝑅𝑌(𝜃)
−1   = 𝐼𝑋 cos 𝜃 − 𝐼𝑍 sin 𝜃, 

                                 𝑅𝑌(𝜃)𝐼𝑍𝑅𝑌(𝜃)
−1   = 𝐼𝑍 cos 𝜃 + 𝐼𝑋 sin 𝜃.                             [A1.5d] 

 

A1.2 The spherical tensor formalism 

The framework of irreducible spherical tensors is used to represent the Hamiltonians, 

and as it is illustrated, it has a spatial part and a spin part with characteristics that correspond 

to each interaction. The interactions are in their respective principal axis frames whereas the 

measurements are done in the lab frame. As a result, it must be translated into the lab frame 

using the Wigner rotation matrices illustrated here. As frame transformations require rotations, 

it will be more convenient to express Hamiltonians on a spherical basis, which transform in the 

same way as the spherical harmonics. 

Frame transformations and form of the interaction Hamiltonian: 

The general form of the Hamiltonian representing any internal interaction can be 

written as a scalar product of two irreducible spherical tensors 

                                                    𝓗𝒊𝒏𝒕
𝑭 = [𝑪 𝑰 ∙ �⃗⃗⃡� ∙ 𝑺]

𝒊𝒏𝒕

𝑭
                                                 [A1.6a] 

𝓗𝒊𝒏𝒕
𝑭 = 𝑪𝑖𝑛𝑡 ∑ 𝐴𝑙,𝑚

𝑖𝑛𝑡,𝐹𝐼𝑙𝑆𝑚
𝑖𝑛𝑡

𝑙𝑚 = 𝑪𝑖𝑛𝑡 ∑ 𝐴𝑙,𝑚
𝑖𝑛𝑡,𝐹𝑇𝑙,𝑚

𝑖𝑛𝑡
𝑙𝑚 = 𝑪𝑖𝑛𝑡 ∑ ∑ (−1)𝑚𝐴𝑙,𝑚

𝑖𝑛𝑡,𝐹𝑇𝑙,−𝑚
𝑖𝑛𝑡𝑙

𝑚=−𝑙
2
𝑙=0  

[A1.6b] 
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where �⃗⃗⃡�: Second rank Cartesian tensor, describing the strength and anisotropy of the respective 

interaction Hamiltonian, denoted as ‘𝑖𝑛𝑡’, 𝑭: Frame considered, 𝑰, 𝑺: Cartesian spin operators 

corresponding to each interaction and 𝑇𝑙,𝑚
𝑖𝑛𝑡 = 𝐼𝑙𝑆𝑚

𝑖𝑛𝑡: Composed of isotropic, symmetric and 

antisymmetric second rank cartesian tensors, 𝑇𝑖𝑠𝑜 =
1

3
𝑇𝑟𝑎𝑐𝑒(𝑇𝑙,𝑚

𝑖𝑛𝑡) =

1

3
∑ 𝑇𝑙,𝑚

𝑖𝑛𝑡
𝑙,𝑚 𝛿𝑙,𝑚, 𝑇𝑎𝑠𝑦𝑚 =

1

2
(𝑇𝑙,𝑚
𝑖𝑛𝑡 − 𝑇𝑚,𝑙

𝑖𝑛𝑡) 𝑎𝑛𝑑 𝑇𝑠𝑦𝑚 =
1

2
(𝑇𝑙,𝑚
𝑖𝑛𝑡 + 𝑇𝑚,𝑙

𝑖𝑛𝑡) − 𝑇𝑖𝑠𝑜. 

Chemical shift and J coupling interactions possess an isotropic part. The tensors 

representing the Hamiltonians of interest in this work are mostly symmetric (Dipolar and 

quadrupolar interactions). Antisymmetric part (chemical shift, J-coupling interactions) can be 

neglected as they have little effect on the NMR spectra. The interaction Hamiltonian in terms 

of the spatial and spin parts of a second rank tensor under spherical tensor formalism are 

enlisted below in Table A1.1.  

 

Table A1.1 The spatial and spin parts of a second rank tensor under spherical tensor formalism are 

listed in terms of their Cartesian counterparts. 

The various frame of references (Figure A1.1) mentioned in this thesis are: (1). 

Principal axis frame (PAF) in which the tensor describing the interaction will be diagonal, (2). 

Rotor frame (ROTOR) which is employed during MAS such that the Z-axis coincides with the 

rotor axis, (3). Laboratory frame (LAB) in which measurements are taken, where the Z-axis is 

parallel to the direction of the externally applied field. Under a frame transformation from 𝐹 to 

𝐹’ for an interaction ‘𝑖𝑛𝑡’ : [𝑨(𝑙)⃡⃗ ⃗⃗ ⃗⃗ ⃗]
𝑖𝑛𝑡,𝐹′

= 𝑨(𝑙)⃡⃗ ⃗⃗ ⃗⃗ ⃗
𝑖𝑛𝑡,𝐹

𝑫(𝑙)(Ω𝐹𝐹′), where 𝑫(𝑙)(Ω𝐹𝐹′) is the Wigner 

rotation matrix. The corresponding matrix elements transform according to : [𝐴𝑙,𝑚]
𝑖𝑛𝑡,𝐹′

=

∑  𝑙
𝑚′=−𝑙 𝐴𝑙,𝑚′

𝑖𝑛𝑡,𝐹𝐷𝑚′𝑚
𝑙 (Ω𝐹𝐹′) where  

𝐷𝑚′𝑚
𝑙 (Ω𝐹𝐹′) = exp{−𝑖𝑚

′𝛼𝐹𝐹′}𝑑𝑚′𝑚
𝑙 (𝛽𝐹𝐹′)exp{−𝑖𝑚𝛾𝐹𝐹′}, 

Interaction 𝑰 �⃗⃗⃡� 𝑺 𝓗𝒊𝒏𝒕 = [𝑪 𝑰 ∙ �⃗⃗⃡� ∙ 𝑺]𝒊𝒏𝒕 

Chemical shift (𝑰𝑿, 𝑰𝒀, 𝑰𝒁) �⃗⃡� 𝛾(𝟎, 𝟎, 𝑩𝟎) ℋ𝐶𝑆 = 𝛾𝑰 ∙ �⃗⃡� ∙ 𝑩 

Dipolar: Heteronuclear (𝑰𝑿, 𝑰𝒀, 𝑰𝒁) �⃗⃗⃡�𝑰𝑺 (𝑺𝑿, 𝑺𝒀, 𝑺𝒁) ℋ𝐷
𝐼𝑆 = 𝑰 ⋅ �⃗⃗⃡�𝑰𝑺 ⋅ 𝑺 

Quadrupolar (𝑰𝑿, 𝑰𝒀, 𝑰𝒁) �⃗⃗⃡� (𝑰𝑿, 𝑰𝒀, 𝑰𝒁) 𝐻𝑄 = 𝑰 ∙ �⃗⃗⃡� ∙ 𝑰 
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are the matrix elements of the Wigner rotation matrix and 𝑑𝑚′𝑚
𝑙  are the matrix elements of the 

reduced Wigner rotation matrix and Ω𝐹𝐹′ = (𝛼𝐹𝐹′ , 𝛽𝐹𝐹′ , 𝛾𝐹𝐹′) represent the Euler angles. 

 

 

 

 

 

 

 

Figure A1.1 Various frames of references discussed in this thesis are schematized. 

 

Wigner rotation matrices[157] 

𝑑00
(2)(𝛽) =

1

2
 (3 cos2 𝛽 − 1) = 𝑃2(𝑐𝑜𝑠 (𝛽)), 

 𝑑0±1
(2) (𝛽) = ±√

3

8
 𝑠𝑖𝑛 2𝛽, 

 𝑑0±2
(2) (𝛽) = √

3

8
 sin2 𝛽, 

𝑑00
(4)(𝛽) =

1

8
 (35 𝑐𝑜𝑠4 𝛽 − 30 𝑐𝑜𝑠2 𝛽 + 3), 

 𝑑0±1
(4) (𝛽) = ±√

5

16
 𝑠𝑖𝑛 𝛽 (7 𝑐𝑜𝑠3 𝛽 − 3 𝑐𝑜𝑠 𝛽), 

𝑑0±2
(4) (𝛽) = √

5

32
 𝑠𝑖𝑛2 𝛽 (7 𝑐𝑜𝑠2 𝛽 − 1),  

𝑑0±3
(4) (𝛽) = ±√

35

16
 𝑐𝑜𝑠 𝛽 𝑠𝑖𝑛3 𝛽,  

𝑑0±4
(4) (𝛽) = √

35

128
 𝑠𝑖𝑛4 𝛽, 

where  𝑑
𝑚𝑚′
(𝑙) (𝛽) = (−1)𝑚

′
𝑑
𝑚′𝑚

(𝑙) (𝛽). 
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Euler angles 

Ω𝐹𝐹′ = (𝛼𝐹𝐹′ , 𝛽𝐹𝐹′ , 𝛾𝐹𝐹′) represent the Euler angles transforming frame, 𝐹 to 𝐹′. 𝛼𝐹𝐹′ ∈

(0,2𝜋): rotation about the Z-axis, 𝛽𝐹𝐹′ ∈ (0, 𝜋): rotation about new 𝑌’-axis, 𝛾𝐹𝐹′ ∈ (0,2𝜋) : 

rotation about the new 𝑍’ −axis. Under the secular approximation, the Hamiltonians are 

invariant with respect to the rotation about the 𝑍 −axis. So, the 𝛾 angle transforming the 

principal axis frame to the laboratory frame can be omitted[32]. We have assumed that the 

orientations of the quadrupolar and dipolar interactions coincide for simplicity.  

Using the idea described above, the expression for any interaction Hamiltonian in the 

laboratory frame can be derived starting from equation [A1.6a-b] as shown below: 

ℋ𝑖𝑛𝑡
𝐿𝐴𝐵 = 𝐶𝑖𝑛𝑡 [𝐴0,0

𝑖𝑛𝑡]
𝐿𝐴𝐵
[𝑇0,0
𝑖𝑛𝑡] + 𝐶𝑖𝑛𝑡 ∑  

1

𝑚=−1

(−1)𝑚[𝐴1,−𝑚
𝑖𝑛𝑡 ]

𝐿𝐴𝐵
[𝑇1,𝑚
𝑖𝑛𝑡] 

              +𝐶𝑖𝑛𝑡 ∑  2
𝑚=−2 (−1)

𝑚[𝐴2,−𝑚
𝑖𝑛𝑡 ]

𝐿𝐴𝐵
[𝑇2,𝑚
𝑖𝑛𝑡];   [A1.7] 

where[𝐴𝑙,𝑚
𝑖𝑛𝑡 ]

𝐿𝐴𝐵
= ∑  𝑙

𝑚′=−𝑙 𝐷𝑚′,𝑚
𝑙 (𝛼, 𝛽, 𝛾)𝑅

𝑙,𝑚′
𝑖𝑛𝑡,𝑃𝐴𝐹

and 𝑅
𝑙,𝑚′
𝑖𝑛𝑡,𝑃𝐴𝐹

 denotes the spatial part in 

PAF (Table A1.2). 

For 𝑙 = 0:                      ℋ𝑖𝑛𝑡,𝑙=0
𝑃𝐴𝐹 = 𝐶𝑖𝑛𝑡𝑅0,0

𝑖𝑛𝑡,𝑃𝐴𝐹[𝑇0,0
𝑖𝑛𝑡]. 

For 𝑙 = 1:                    ℋ𝑖𝑛𝑡,𝑙=1
𝑃𝐴𝐹 = 𝐶𝑖𝑛𝑡 ∑  1

𝑚=−1 (−1)
𝑚𝑅1,𝑚

𝑖𝑛𝑡,𝑃𝐴𝐹[𝑇1,𝑚
𝑖𝑛𝑡], 

ℋ𝑖𝑛𝑡,𝑙=1
𝐿𝐴𝐵 = 𝐶𝑖𝑛𝑡 ∑  

1

𝑚=−1

(−1)𝑚[𝐴1,m
𝑖𝑛𝑡 ]

𝐿𝐴𝐵
[𝑇1,−𝑚
𝑖𝑛𝑡 ]. 

As the antisymmetric part can be neglected as they have little effect on the NMR spectra, 𝑙 =

1 terms are not considered. 

For 𝑙 = 2:                ℋ𝑖𝑛𝑡,𝑙=2
𝑃𝐴𝐹 = 𝐶𝑖𝑛𝑡 ∑  2

𝑚=−2 (−1)
𝑚𝑅2,𝑚

𝑖𝑛𝑡,𝑃𝐴𝐹[𝑇2,𝑚
𝑖𝑛𝑡], 

                          ℋ𝑖𝑛𝑡,𝑙=2
𝐿𝐴𝐵 = 𝐶𝑖𝑛𝑡 ∑  2

𝑚=−2 (−1)
𝑚[𝐴2,𝑚

𝑖𝑛𝑡 ]
𝐿𝐴𝐵
[𝑇2,−𝑚
𝑖𝑛𝑡 ], 

                                [𝐴2,𝑚
𝑖𝑛𝑡 ]

𝐿𝐴𝐵
= ∑  

2

𝑚′=−2

𝐷𝑚′,𝑚
2 (𝛼, 𝛽, 𝛾)𝑅

2,𝑚′
𝑖𝑛𝑡,𝑃𝐴𝐹. 
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The spatial and spin parts of various internal interactions like chemical shift, dipolar, and 

quadrupolar Hamiltonians are written in the spherical tensor formalism as shown in Table A1.2. 

 

Table A1.2 The spatial and spin parts of various internal NMR interactions are tabulated in terms of 

the spherical tensors. 

 

Interaction Hamiltonian Spatial part (in PAF) Spin part 

ℋ𝐶𝑆
𝐿𝐴𝐵 = 𝛾∑  

2

𝑙=0

∑  

2

𝑚=−2

(−1)𝑚𝐴𝑙,𝑚
𝐶𝑆 𝑇𝑙,−𝑚

𝐶𝑆  
𝑅0,0
𝐶𝑆,𝑃𝐴𝐹 = −

1

√3
𝑇𝑟[𝜎]

= −√3𝜎𝑖𝑠𝑜 

𝑅1,0
𝐶𝑆,𝑃𝐴𝐹 = 0 (symmetric) 

𝑅1,±1
𝐶𝑆,𝑃𝐴𝐹 = 0 (symmetric) 

𝑅2,0
𝐶𝑆,𝑃𝐴𝐹 = √

3

2
𝛿𝐶𝑆 

𝑅2,±2
𝐶𝑆,𝑃𝐴𝐹 =

1

2
𝜂𝐶𝑆𝛿𝐶𝑆 

𝑇0,0
𝐶𝑆 = −

1

√3
𝐼𝑧𝐵0 

𝑇1,0
𝐶𝑆 = 0 

𝑇1,±1
𝐶𝑆 = −

1

2
𝐼±𝐵0 

𝑇2,0
𝐶𝑆 = √

2

3
𝐼𝑧𝐵0 

𝑇2,±1
𝐶𝑆 = ∓

1

2
𝐼±𝐵0 

𝑇2,±2
𝐶𝑆 = 0 

ℋ𝐷
𝐿𝐴𝐵 = 𝜔𝐷,𝐼𝑆 ∑  

2

𝑚=−2

(−1)𝑚𝐴2,𝑚
𝐷 𝑇2,−𝑚

𝐷  

𝜔𝐷,𝐼𝑆 = −
𝜇0𝛾𝐼𝛾𝑆ħ

4𝜋𝑟𝐼𝑆
3  

(For homonuclear case: I and S becomes 𝐼1 

and 𝐼2 ) 

𝑅0,0
𝐷,𝑃𝐴𝐹 = 0 

𝑅1,0
𝐷,𝑃𝐴𝐹 = 0 

𝑅1,±1
𝐷,𝑃𝐴𝐹 = 0 

𝑅2,0
𝐷,𝑃𝐴𝐹 = √6 

𝑅2,±1
𝐷,𝑃𝐴𝐹 = −√6 

𝑅2,±2
𝐷,𝑃𝐴𝐹 = √6 

 

𝑇0,0
𝐷 = −

2

√3
[𝐼𝑧𝑆𝑧 +

1

2
(𝐼+𝑆− + 𝐼−𝑆+)] 

𝑇1,0
𝐷 =

1

√2
(𝐼−𝑆+ − 𝐼+𝑆−) 

𝑇1,±1
𝐷 = (−𝐼±𝑆𝑧 + 𝐼𝑧𝑆±) 

𝑇2,0
𝐷 = √

1

6
[3𝐼𝑧𝑆𝑧 − (𝐼 ∙ 𝑆)] 

𝑇2,±1
𝐷 = ∓

1

2
(𝐼𝑧𝑆± + 𝐼±𝑆𝑧) 

𝑇2,±2
𝐷 =

1

2
𝐼±𝑆± 

ℋ𝑄
𝐿𝐴𝐵 =

2𝜋𝐶𝑄
2𝐼(2𝐼 − 1)

∑  

2

𝑚=−2

(−1)𝑚𝐴2,𝑚
𝑄 𝑇2,−𝑚

𝑄
 
𝑅0,0
𝑄,𝑃𝐴𝐹 = 0 

𝑅1,±1
𝑄,𝑃𝐴𝐹 = 0 

𝑅2,0
𝑄,𝑃𝐴𝐹 = √

3

2
 

𝑅2,±1
𝑄,𝑃𝐴𝐹 = 0 

𝑅2,±2
𝑄,𝑃𝐴𝐹 =

1

2
𝜂𝑄 

𝑇0,0
𝑄 = −

1

√2
 

𝑇1,0
𝑄 = √2𝐼𝑧 

𝑇1,±1
𝑄 = ∓𝐼± 

𝑇2,0
𝑄 = √

1

6
[3𝐼𝑧

2 − 𝐼(𝐼 + 1)] 

𝑇2,±1
𝑄 = ∓

1

2
(𝐼𝑧𝐼± + 𝐼±𝐼𝑧) 

𝑇2,±2
𝑄 =

1

2
𝐼±
2  
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Examples 

Dipolar interaction 

                             ℋ𝐷
𝐿𝐴𝐵 = 0 + 0 − (

𝜇0

4𝜋
)
𝛾𝐼𝛾𝑠ħ

𝑟3
∑  2
𝑚=−2 (−1)

𝑚[𝐴2,−𝑚
𝐷 ]

𝐿𝐴𝐵
[𝑇2,𝑚
𝐷 ]                 [A1.8a] 

                   [𝐴2,m
𝑖𝑛𝑡 ]

𝐿𝐴𝐵
= ∑  2

𝑚′=−2 𝑅2,𝑚′
𝑖𝑛𝑡,𝑃𝐴𝐹𝐷𝑚′𝑚

2 (𝛺𝑃𝐿);): 𝛺𝑃𝐿(𝛼𝑃𝐿 = 𝜙, 𝛽𝑃𝐿 = 𝜃, 𝛾𝑃𝐿 = 0).  

                                    = ∑  2
𝑚′=−2 𝑅2,𝑚′

𝑖𝑛𝑡,𝑃𝐴𝐹𝑑𝑚′𝑚
2 (𝛽𝑃𝐿) 𝑒𝑥𝑝{−𝑖𝑚′𝛼𝑃𝐿} 𝑒𝑥𝑝{−𝑖0𝛾𝑃𝐿} 

                   = ∑  2
𝑚′=−2 𝑅2,𝑚′

𝑖𝑛𝑡,𝑃𝐴𝐹𝑑𝑚′𝑚
2 (𝜃) 𝑒𝑥𝑝{−𝑖𝑚′𝜙} 𝑒𝑥𝑝{−𝑖0𝛾𝑃𝐿} 

Expanding, grouping and rearranging yields: 

 ℋ𝐷
𝐿𝐴𝐵 = −(

𝜇0

4𝜋
)
𝛾𝐼𝛾𝑠ħ

𝑟3
[𝐴 + 𝐵 + 𝐶 + 𝐷 + 𝐸 + 𝐹]          [A1.8b] 

          where            𝐴 = 𝐼𝑧𝑆𝑧(3 cos
2 𝜃 − 1), 𝐵 = −

1

4
[𝐼+𝑆− + 𝐼−𝑆+](3 cos

2 𝜃 − 1), 

                              C =
3

2
[𝐼𝑧𝑆+ + 𝐼+𝑆𝑧] sin 𝜃 cos 𝜃𝑒

−𝑖𝜙 , 𝐷 =
3

2
[𝐼𝑧𝑆− + 𝐼−𝑆𝑧] sin 𝜃 cos 𝜃𝑒

+𝑖𝜙, 

𝐸 =
3

4
[𝐼+𝑆+] sin

2 𝜃𝑒−2𝑖𝜙 and 𝐹 =
3

4
[𝐼−𝑆−]sin

2𝜃𝑒+2𝑖𝜙. 

Under secular approximation (𝒎 = 𝟎) 

                 𝐻𝑖𝑛𝑡,𝑙=2
𝐿𝐴𝐵 = 𝐶𝑖𝑛𝑡[𝐴2,0

𝑖𝑛𝑡]
𝐿𝐴𝐵
[𝑇2,0
𝑖𝑛𝑡], [𝐴2,0

𝑖𝑛𝑡]
𝐿𝐴𝐵

= ∑  2
𝑚′=−2 𝐷𝑚′,0

2 (𝛼, 𝛽, 𝛾)𝑅
2,𝑚′
𝑖𝑛𝑡,𝑃𝐴𝐹     

[A1.9] 

For the transformation of the principal axis frame to the laboratory frame using the 

Euler angle, 𝛺𝑃𝐿(𝛼𝑃𝐿 , 𝛽𝑃𝐿 , 𝛾𝑃𝐿 = 0) for an interaction, 𝑖𝑛𝑡 under secular approximation (𝑚 =

0), we have 

          [𝐴2,0
𝑖𝑛𝑡]

𝐿𝐴𝐵
= ∑  2

𝑚′=−2 𝑅2,𝑚′
𝑖𝑛𝑡,𝑃𝐴𝐹𝐷𝑚′0

2 (𝛺𝑃𝐿) = ∑  2
𝑚′=−2 𝑅2,𝑚′

𝑖𝑛𝑡,𝑃𝐴𝐹𝑑𝑚′0
2 (𝛽𝑃𝐿) 𝑒𝑥𝑝{−𝑖𝑚′𝛼𝑃𝐿} 

where 𝐷𝑚0
2 (𝛺𝑃𝐿) = 𝑒𝑥𝑝{−𝑖𝑚′𝛼𝑃𝐿} 𝑑𝑚0

2 (𝛽𝑃𝐿) 𝑒𝑥𝑝{−𝑖0𝛾𝑃𝐿} = 𝑑𝑚0
2 (𝛽𝑃𝐿) 𝑒𝑥𝑝{−𝑖𝑚𝛼𝑃𝐿} and 

the Euler angle rotation can be written in terms of the polar angles (𝜃, 𝜙): 𝛺𝑃𝐿(𝛼𝑃𝐿 = 𝜙, 𝛽𝑃𝐿 =

𝜃, 𝛾𝑃𝐿 = 0).  
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Dipolar interaction (Homonuclear)  

[𝐴2,0
𝐷 ]

𝐿𝐴𝐵
= 𝑅2,0

𝐷,𝑃𝐴𝐹𝐷00
2 (𝛺𝑃𝐿) = 𝑅2,0

𝐷,𝑃𝐴𝑆𝑑00
2 (𝛽𝑃𝐿) 𝑒𝑥𝑝{−𝑖0𝛼𝑃𝐿} , 𝛺𝑃𝐿(𝛼 = 𝜙, 𝛽 = 𝜃, 𝛾 = 0) 

[𝐴2,0
𝐷 ]

𝐿𝐴𝐵
= 𝑅2,0

𝐷,𝑃𝐴𝐹𝑑00
2 (𝜃)=√6

1

2
 (3cos2𝜃− 1), 

 [𝑇2,0
𝐷 ] = √

1

6
[3𝐼𝑧𝑆𝑧 − (𝐼 ∙ 𝑆)] = √

1

6
(3𝐼1𝑧𝐼2𝑧 − 𝐼1 ∙ 𝐼2)  

ℋ𝐷,𝐼1𝐼2
𝐿𝐴𝐵 = 𝜔𝐷,𝐼1𝐼2[𝐴2,0

𝐷 ]
𝐿𝐴𝐵
[𝑇2,0
𝑖𝑛𝑡] = 𝜔𝐷,𝐼1𝐼2√6

1

2
 (3 𝑐𝑜𝑠2𝜃 −1)√

1

6
(3𝐼1𝑧𝐼2𝑧 − 𝐼1 ∙ 𝐼2 

           = 𝜔𝐷,𝐼1𝐼2(3𝑐𝑜𝑠
2𝜃 − 1)(3𝐼1𝑧𝐼2𝑧 − 𝐼1 ∙ 𝐼2)                                                           [A1.10a] 

Dipolar interaction (Heteronuclear) 

[𝐴2,0
𝐷 ]

𝐿𝐴𝐵
= 𝑅2,0

𝐷,𝑃𝐴𝐹𝐷00
2 (𝛺𝑃𝐿) = 𝑅2,0

𝐷,𝑃𝐴𝐹𝑑00
2 (𝛽𝑃𝐿) 𝑒𝑥𝑝{−𝑖0𝛼𝑃𝐿} , 𝛺𝑃𝐿(𝛼 = 𝜙, 𝛽 = 𝜃, 𝛾 = 0) 

[𝐴2,0
𝐷 ]

𝐿𝐴𝐵
= 𝑅2,0

𝐷,𝑃𝐴𝐹𝑑00
2 (𝜃)=√6

1

2
 (3cos2𝛽− 1), [𝑇2,0

𝐷 ] = √
1

6
2𝐼𝑧𝑆𝑧  

ℋ𝐷,𝐼𝑆
𝐿𝐴𝐵 = 𝜔𝐷,𝐼𝑆[𝐴2,0

𝐷 ]
𝐿𝐴𝐵
[𝑇2,0
𝑖𝑛𝑡] = 𝜔𝐷,𝐼𝑆√6

1

2
 (3 𝑐𝑜𝑠2 𝛽 − 1)√

1

6
[2𝐼𝑧𝑆𝑧] 

          = 𝜔𝐷,𝐼𝑆(3𝑐𝑜𝑠
2𝜃 − 1)𝐼𝑧𝑆𝑧 = 𝜔𝐷,𝐼𝑆𝑃2(𝑐𝑜𝑠 (𝜃))2𝐼𝑧𝑆𝑧                                      [A1.10b] 

Quadrupolar interaction 

𝑅2,0
𝑄,𝑃𝐴𝐹 = √

3

2
, 𝑅2,±2
𝑄,𝑃𝐴𝐹 =

1

2
𝜂𝑄, 𝑇2,0

𝑄 = √
1

6
[3𝐼𝑧

2 − 𝐼(𝐼 + 1)], 𝐶𝑖𝑛𝑡 =
2𝜋𝐶𝑄

2𝐼(2𝐼 − 1)
 

[𝐴2,0
𝑄 ]

𝐿𝐴𝐵
= ∑  

2

𝑚′=−2

𝑅
2,𝑚′
𝑄,𝑃𝐴𝐹

𝐷𝑚′0
2 (𝛺𝑃𝐿) 

                 = 𝑅2,0
𝑄,𝑃𝐴𝐹𝐷00

2 (𝛺𝑃𝐿) + 𝑅2,0
𝑄,𝑃𝐴𝐹𝐷−20

2 (𝛺𝑃𝐿) + 𝑅2,2
𝑄,𝑃𝐴𝐹𝐷20

2 (𝛺𝑃𝐿) 

 𝐻𝑄
𝐿𝐴𝐵 =

𝜔𝑄

4
[3 𝑐𝑜𝑠2 𝜃 − 1 + 𝜂𝑄 𝑠𝑖𝑛

2 𝜃𝑐𝑜𝑠 2𝜙][3𝑆𝑧
2 − 𝑆(𝑆 + 1)]                                 [A1.11] 

where 𝜔Q =
𝑒2𝑞𝑄

2𝑆(2𝑆−1)ħ
  is called the quadrupolar frequency.  
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Under MAS: 

Introducing rotor frame in between principal axis frame and laboratory frames, we get 

                 [𝐴20
𝑖𝑛𝑡]

𝐿𝐴𝐵
= ∑  

2

𝑚=−2

[𝐴2𝑚
𝑖𝑛𝑡 ]

𝑃𝐴𝐹
𝐷0𝑚
2 (𝛺𝑃𝑅)𝐷𝑚0

2 (𝛺𝑅𝐿) 

= ∑  

2

𝑚=−2

[𝐴2𝑚
𝑖𝑛𝑡 ]

𝑃𝐴𝐹
𝐷0𝑚
2 (𝛺𝑃𝑅)𝑑𝑚0

2 (𝛽𝑅𝐿) 𝑒𝑥𝑝{𝑖𝑚𝜔𝑟𝑡} 

= ∑  

2

𝑚=−2

[𝐴2𝑚
𝑖𝑛𝑡 ]

𝑃𝐴𝐹
𝐷0𝑚
2 (𝛺𝑃𝑅)𝑑𝑚0

2 (𝜃𝑚) 𝑒𝑥𝑝{𝑖𝑚𝜔𝑟𝑡} 

where 𝐷(2)(𝛺𝑃𝑅){𝛼𝑃𝑅 = 0, 𝛽𝑃𝑅 , 𝛾𝑃𝑅} = 𝑒𝑥𝑝{−𝑖0𝛼𝑃𝑅} 𝑑𝑚0
2 (𝛽𝑃𝑅) 𝑒𝑥𝑝{−𝑖𝛾𝑃𝑅} 

        = 𝑑𝑚0
2 (𝛽𝑃𝑅) 𝑒𝑥𝑝{−𝑖𝛾𝑃𝑅}                                    [A1.12] 

and 𝐷(2)(𝛺𝑅𝐿(𝑡)) {𝛼𝑅𝐿 = −𝜔𝑟𝑡, 𝛽𝑅𝐿 = 𝜃𝑚, 𝛾𝑅𝐿 = 0}=𝑒𝑥𝑝{𝑖𝑚𝜔𝑟𝑡} 𝑑𝑚0
2 (𝜃𝑚) 𝑒𝑥𝑝{−𝑖0𝛾𝑅𝐿} =

𝑑𝑚0
2 (𝜃𝑚) 𝑒𝑥𝑝{𝑖𝑚𝜔𝑟𝑡} represent the Wigner rotation matrices for the 𝑃𝐴𝐹→𝑅𝑂𝑇𝑂𝑅 and 

𝑅𝑂𝑇𝑂𝑅→𝐿𝐴𝐵 transformations using Euler angles: 𝛺𝑃𝑅: {𝛼𝑃𝑅 = 0, 𝛽𝑃𝑅 , 𝛾𝑃𝑅} and 

𝛺𝑅𝐿(𝑡):  {𝛼𝑅𝐿 = −𝜔𝑟𝑡, 𝛽𝑅𝐿 = 𝜃𝑚, 𝛾𝑅𝐿 = 0}. 

For dipolar interaction, under secular approximation 

                       [𝐴20
D ]𝐿𝐴𝐵 = ∑  2

𝑚=−2 [𝑅2𝑚
D ]𝑃𝐴𝐹𝑑0𝑚

2 (𝛽𝐷) 𝑒𝑥𝑝{−𝑖𝛾𝐷} 𝑑𝑚0
2 (𝜃𝑚) 𝑒𝑥𝑝{𝑖𝑚𝜔𝑟𝑡} 

Under MAS, the spatial part of the quadrupolar Hamiltonian becomes time-dependent 

[𝐴20
𝑄 ]

𝐿𝐴𝐵
          = ∑  

2

𝑚=−2

𝑅2𝑚
𝑄,𝑃𝐴𝐹𝐷0𝑚

2 (𝛺𝑃𝑅
𝑄 )𝐷𝑚0

2 (𝛺𝑅𝐿
𝑄 )

= ∑  

2

𝑚=−2

𝑅2𝑚
𝑄,𝑃𝐴𝐹𝐷0𝑚

2 (𝛺𝑃𝑅
𝑄 )𝑑𝑚0

2 (𝛽𝑅𝐿
𝑄 ) 𝑒𝑥𝑝{𝑖𝑚𝜔𝑟𝑡} 

                                    = ∑  2
𝑚=−2 𝑅2𝑚

𝑄,𝑃𝐴𝐹𝑑0𝑚
2 (𝛽𝑄) 𝑒𝑥𝑝{−𝑖𝛾𝑄} 𝑑𝑚0

2 (𝜃𝑚) 𝑒𝑥𝑝{𝑖𝑚𝜔𝑟𝑡} 

where 𝛺𝑃𝑅: (𝛼 = 0, 𝛽 = 𝛽𝑄, 𝛾 =  𝛾𝑄), 𝛺𝑅𝐿(𝑡): (𝛼 = 𝜔𝑅𝑡, 𝛽 = 𝜃𝑚 = 54.7
0, 𝛾 = 0).    [A1.13] 
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A1.3 Application of Matrix Logarithm in Rotary Resonance 

Recoupling 

 

As a simple illustration of the matrix logarithm approach, we consider the phenomenon of 

rotary resonance[73] for a heteronuclear spin system composed of two dipolar-coupled spins I 

and S (𝐼 = 𝑆 = 1/2), with one spin (say S) subjected to continuous-wave irradiation.  When 

the amplitude of the RF field satisfies  𝜔1 ≅ 𝜔𝑅 or 2𝜔𝑅, the dipolar interaction is recoupled 

and can be utilized to produce heteronuclear coherences.  In the average Hamiltonian theory 

framework, we consider first the rotary resonance condition  𝜔1 ≅ 𝜔𝑅 . Under MAS the 

Hamiltonian is given by  

ℋ(𝑡) = 𝜔1𝑆𝑋 + 𝑑(𝑡)2𝐼𝑍𝑆𝑍,             [A1.14] 

where the time-dependent dipolar coupling  

𝑑(𝑡) = ∑ 𝑑𝑚𝑒
𝑖𝜔𝑅𝑡2

𝑚=−2 , 𝑚 ≠ 0,             [A1.15] 

oscillates at 𝜔𝑅 and 2𝜔𝑅. In order to apply average Hamiltonian theory a new rotating frame 

is introduced by 

𝑈(𝑡, 0) = exp[−𝑖𝜔𝑅𝑡𝑆𝑋] 𝑈𝑅(𝑡, 0).            [A1.16] 

The Hamiltonian corresponding to the new rotating frame is 

ℋ𝑅(𝑡) = (𝜔1 − 𝜔𝑅)𝑆𝑋 + 𝑑(𝑡)2𝐼𝑍(𝑆𝑍 cos𝜔𝑅𝑡 + 𝑆𝑌 sin𝜔𝑅𝑡).        [A1.17] 

By expanding the cosine and sin in terms of 𝑒±𝑖𝜔𝑅𝑡 and retaining in ℋ𝑅(𝑡) only the time-

independent terms we obtain the zeroth-order average Hamiltonian, 

ℋ̅𝑅 = (𝜔1 − 𝜔𝑅)𝑆𝑋 + 𝑑1
𝑅𝑒2𝐼𝑍𝑆𝑍 + 𝑑1

𝐼𝑚2𝐼𝑍𝑆𝑌.            [A1.18] 

When 𝜔1 − 𝜔𝑅 is significant the first term in ℋ̅𝑅 will quench the effect of the last two terms 

and no recoupling will be observed. However, at rotary resonance condition 𝜔1 = 𝜔𝑅, we have 

ℋ̅𝑅 = 𝑑1
𝑅𝑒2𝐼𝑍𝑆𝑍 + 𝑑1

𝐼𝑚2𝐼𝑍𝑆𝑌 = [𝑑1
𝑅𝑒𝑆𝑍 + 𝑑1

𝐼𝑚𝑆𝑌]2𝐼𝑍.         [A1.19] 

and dynamics of the system due to the two dipolar terms can proceed unhindered. In order to 

derive the evolution of the spin system, we express ℋ̅𝑅 as 

ℋ̅𝑅 = 𝑑1
𝑒𝑓𝑓[cos 𝜃 𝑆𝑍 + sin 𝜃 𝑆𝑌]2𝐼𝑍,             [A1.20] 
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where 𝑑1
𝑒𝑓𝑓

= √(𝑑1
𝑅𝑒)2 + (𝑑1

𝐼𝑚)2, cos 𝜃 = 𝑑1
𝑅𝑒/𝑑1

𝑒𝑓𝑓
, sin 𝜃 = 𝑑1

𝐼𝑚/𝑑1
𝑒𝑓𝑓
. Then, with 

ℋ̅𝑅 = 𝑒
+𝑖𝜃𝑆𝑋{𝑑1

𝑒𝑓𝑓
2𝑆𝑍𝐼𝑍}𝑒

−𝑖𝜃𝑆𝑋                 [A1.21] 

the propagator can be written as 

�̅�𝑅(𝑡, 0) = 𝑒
+𝑖𝜃𝑆𝑋𝑒−𝑖ⅆ1

𝑒𝑓𝑓
𝑡2𝑆𝑍𝐼𝑍𝑒−𝑖𝜃𝑆𝑋 .            [A1.22] 

where 𝑡 = 𝑘𝑇𝑅. Starting with 𝜌(0) = 𝐼𝑋 → 𝜌𝑅(0) = 𝐼𝑋, the density operator at later time, 

𝜌𝑅(𝑡) = �̅�𝑅𝜌(0)�̅�𝑅
+ becomes 

𝜌𝑅(𝑡) = 𝑒
+𝑖𝜃𝑆𝑋𝑒−𝑖ⅆ1

𝑒𝑓𝑓
𝑡2𝑆𝑍𝐼𝑍𝑒−𝑖𝜃𝑆𝑋𝐼𝑋𝑒

+𝑖𝜃𝑆𝑋𝑒+𝑖ⅆ1
𝑒𝑓𝑓

𝑡2𝑆𝑍𝐼𝑍𝑒−𝑖𝜃𝑆𝑋 .         [A1.23] 

After successive application of the exponential operators, we obtain 

𝜌𝑅(𝑡) = 𝐼𝑋 cos(𝑑1
𝑒𝑓𝑓
𝑡) + 2𝐼𝑌[𝑆𝑍 cos 𝜃 + 𝑆𝑌 sin 𝜃] sin(𝑑1

𝑒𝑓𝑓
𝑡).         [A1.24] 

Since 𝑑±1 = −𝜔𝐷
1

√2
sin 2𝛽𝐼𝑆 𝑒

±𝑖𝛾𝐼𝑆  we have 

𝑑1
𝑅𝑒 = −𝜔𝐷

1

√2
sin 2𝛽𝐼𝑆 cos 𝛾𝐼𝑆 , 𝑑1

𝐼𝑚 = −𝜔𝐷
1

√2
sin 2𝛽𝐼𝑆 sin 𝛾𝐼𝑆 

and 𝑑1
𝑒𝑓𝑓

= 𝜔𝐷
1

√2
sin 2𝛽𝐼𝑆. As a result 𝜃 = 𝛾𝐼𝑆 + 𝜋 and one can write 

ℋ̅𝑅 = −𝑑1
𝑒𝑓𝑓[cos 𝛾𝐼𝑆 𝑆𝑍 + sin 𝛾𝐼𝑆 𝑆𝑌]2𝐼𝑍,           [A1.25] 

and 

𝜌𝑅(𝑡) = 𝐼𝑋 cos(𝑑1
𝑒𝑓𝑓
𝑡) − 2𝐼𝑌[𝑆𝑍 cos 𝛾𝐼𝑆 + 𝑆𝑌 sin 𝛾𝐼𝑆] sin(𝑑1

𝑒𝑓𝑓
𝑡).         [A1.26] 

Because of the sine and cosine of 𝛾𝐼𝑆 the terms 𝐼𝑌𝑆𝑍 and 𝐼𝑌𝑆𝑌are averaged to zero for a powder. 

However, they can be utilized in HMQC/HSQC experiments where equal excitation and 

reconversion periods lead to the appearance of cos2 𝛾𝐼𝑆 or sin2 𝛾𝐼𝑆 in the detected signal. The 

second rotary resonance condition 𝜔1 = 2𝜔𝑅 is treated in the same way. In this case both ℋ̅𝑅 

and 𝜌𝑅(𝑡) contain the cosine and sine of 2𝛾𝐼𝑆. More complicated equations for ℋ̅𝑅 and 𝜌𝑅(𝑡) 

are obtained when 𝜔1 is away from 𝜔𝑅 or 2𝜔𝑅. They predict a decrease in the amplitude of 

the excited heteronuclear coherences away from the rotary resonance conditions. When an 

additional offset term, Δ𝜔𝑆𝑆𝑍, equations become even more complicated, and predict excitation 

of additional coherences, besides the reduction of 𝐼𝑌𝑆𝑍 and 𝐼𝑌𝑆𝑌. 

 In the following, the effective Hamiltonian is computed numerically with the matrix 

logarithm approach at first rotary resonance condition. The basis set of operators, 𝑂𝑝, is here 

composed of I and S spin operators, and of their products (𝐼𝑍𝑆𝑍, 𝐼𝑋𝑆𝑌 and so forth). The result 

presented in Fig. A1.2 shows the amplitudes 𝐴𝑝, of coherences excited at rotary resonance, as 
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function of 𝛾𝐼𝑆for a fixed 𝛽𝐼𝑆, as well as coefficients 𝜔𝑝
𝑒𝑓𝑓
/2𝜋  of those spin operators of the 

chosen basis which do not vanish in the effective Hamiltonian. Simulations are preformed with 

and without an offset term  Δ𝜔𝑆𝑆𝑍 added to the Hamiltonian. When Δ𝜔𝑆 = 0 coherences 𝐼𝑌𝑆𝑍 

and 𝐼𝑌𝑆𝑌 are excited in accordance with Eq. [A1.13]. At the same time, the non-vanishing 𝜔𝑝
𝑒𝑓𝑓

 

correspond to spin operators 𝐼𝑍𝑆𝑍 and 𝐼𝑍𝑆𝑌 and match the dependence on 𝛾𝐼𝑆 in Eq. [A1.12]. 

When Δ𝜔𝑆 ≠ 0 an additional term in the effective Hamiltonian is obtained containing  𝐼𝑍𝑆𝑋. 

At the same time an additional coherence 𝐼𝑌𝑆𝑋 is excited.  

 

 

 

 

 

 

 

 

 

 

 

Figure A1.2 (a) Heteronuclear coherences 𝑆𝑍𝐼𝑌 (𝑏𝑙𝑎𝑐𝑘),  𝑆𝑋𝐼𝑌 (𝑏𝑙𝑢𝑒),  𝑆𝑌𝐼𝑌 (red) at exact rotary 

resonance condition 𝜔1 = 𝜔𝑅 and with 𝛥𝜈𝑆 = 0,after a recoupling period of 15𝑇𝑅 . (b) The same but 

with 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧. (c) Coefficients of non-vanishing ℋ𝑒𝑓𝑓terms 𝑆𝑍𝐼𝑍 (𝑏𝑙𝑎𝑐𝑘),  𝑆𝑋𝐼𝑍 (𝑏𝑙𝑢𝑒),  𝑆𝑌𝐼𝑍 

(red),  for 𝛥𝜈𝑆 = 0. (d) Coefficients of non-vanishing ℋ𝑒𝑓𝑓terms for 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧. Other parameters 

used are 𝜈𝑅 = 60 𝑘𝐻𝑧,  𝜈1 = 60 𝑘𝐻𝑧,  𝜈𝐷 = 5 𝑘𝐻𝑧.   The simulation presents these quantitiy as 

function of 𝛾𝐼𝑆 for 𝛽𝐼𝑆 = 30 °. 

 

 

 

  

0 100 200 300
-2

-1

0

1

2

0 100 200 300
-2

-1

0

1

2


IS

 [
o
]

0 100 200 300
-2

-1

0

1

2

0 100 200 300
-2

-1

0

1

2


IS

 [
o
]

𝐴
𝑝
 

(𝜔
𝑝e
ff
)
2
𝜋

 [
k
H
z]

⁄
 

(a) (b) 

(c) (d) 



115 

 

Appendix 2 
 

A2.1 System Hamiltonian 
 

We consider a dipolar coupled 𝐼 − 𝑆 spin pair (𝑆 = 1, 𝐼 = 1/2), under magic angle 

spinning at angular frequency 𝜔𝑅 and subjected to irradiation at RF strengths 𝜔1𝐼 and 𝜔1𝑆 on 

I and S spin respectively. Chemical shifts are ignored in the following discussion. First and 

second-order nuclear quadrupolar interactions of S are included in the Hamiltonian. We 

consider an axially-symmetric quadrupolar interaction (asymmetry parameter, 𝜂𝑄 = 0) with 

the 𝑍 principal axis of the quadrupolar tensor described by polar angles 𝛽𝑄 and 𝛾𝑄 with respect 

to the rotor-frame coordinate system. The internuclear 𝐼 − 𝑆 vector, 𝒓𝐼𝑆, in the rotor frame is 

characterized by polar angles 𝛽𝐷 and 𝛾𝐷. The angle between the 𝑍 principal axis of the 

quadrupolar tensor and the internuclear 𝐼 − 𝑆 vector is denoted by 𝜃𝑄𝐷.  

The Hamiltonian of the system can be written as, 

ℋ(𝑡) = 𝜔1𝐼𝐼𝑋+𝜔1𝑆𝑆𝑋 + Δ𝜔𝑄(𝛽𝑄)𝑆𝑍 + 𝜔𝑄(𝑡, 𝛽𝑄 , 𝛾𝑄)[3𝑆𝑍
2 − 𝑆(𝑆 + 1)] +

               𝑑(𝑡, 𝛽𝐷 , 𝛾𝐷)2𝐼𝑍𝑆𝑍                                                                                                                  [A2.1]

               

In the above equation,  

𝜔𝑄(𝑡, 𝛽𝑄 , 𝛾𝑄) = 𝐶𝑄 [
1

8
sin2(𝛽𝑄)𝑐𝑜𝑠(2𝜔𝑅𝑡 + 2𝛾𝑄) −

1

4√2
sin(2𝛽𝑄) cos (𝜔𝑅𝑡 + 𝛾𝑄)],      [A2.2]

       

where 𝐶𝑄 = 𝑒
2𝑄𝑞/ℏ represents the quadrupolar coupling constant expressed in angular 

frequency units. In Eq. [A2.1], only the MAS-averaged second-order quadrupolar interaction 

is considered, which for 𝑆 = 1 is given by  

                                        Δ𝜔𝑄(𝛽𝑄) =
𝐶𝑄
2

8𝜔𝑜𝑆
(𝐿 + 𝑁),                       [A2.3a] 

with 

𝐿 =
3

5
, 𝑁 =

−27

70
{
1

8
 (35 cos4 𝛽𝑄 − 30 cos

2 𝛽𝑄 + 3)
1

8
 (35 cos4 𝜃𝑚 − 30 cos

2 𝜃𝑚 + 3)}.   

[A2.3b]                                                                                              
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Here 𝜔0𝑆 represents the Larmor frequency of the 𝑆 spin and 𝜃𝑚 denotes the magic angle. 

Simulations with and without the time-dependent part of the second-order quadrupolar 

interaction showed very little difference, hence omission of the time-dependent part is justified 

for the RF strengths and spinning speed considered here. 

The time-dependent spatial part of the dipolar interaction is given by, 

 𝑑(𝑡, 𝛽𝐷, 𝛾𝐷) = 𝜔𝐷 [
sin(2𝛽𝐷)

2√2
cos(𝜔𝑅𝑡 + 𝛾𝐷) −

sin2(𝛽𝐷)

4
cos(2𝜔𝑅𝑡 + 2𝛾𝐷)],  [A2.4]       

where 𝜔𝐷 = −𝜇𝑜𝛾𝐼𝛾𝑠ℏ /4𝜋𝑟𝐼𝑆
3 , 𝛾𝐼 and 𝛾𝑆 are gyromagnetic ratios of 𝐼 and 𝑆. When 𝜃𝑄𝐷 = 0, a 

common set of polar angles, 𝛽 and 𝛾, is used to characterize both quadrupolar and dipolar 

interactions. In numerical estimations, instead of angular frequency quantities, we utilize their 

frequency analogues, eg. 𝜈1𝑆, 𝜈𝑅, 𝜈𝐷, etc. 

A2.2 CPMAS in the absence of quadrupolar interaction  

 

We consider the CPMAS transfer in the absence of quadrupolar interaction. In this case, the 

polarization transfer occurs at the usual Hartmann-Hahn conditions, |𝜈1𝐼| ± |𝜈1𝑆| = 𝑛𝜈𝑅. The 

CPMAS signal, as a function of 𝛽 and 𝛾, is shown in Figure A2.1.  

 

 

 

 

 

 

 

Figure A2.1 Brute force simulations showing (a) dependence of CPMAS signal on crystallite orientation 

in the absence of quadrupolar interaction. (b) Dependence of CPMAS signal on 𝛽 for a fixed 𝛾 angle 

(0°). Parameters employed are 𝜈1𝑆 = 20 𝑘𝐻𝑧, 𝜈1𝐼 = 40 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 0 𝑀𝐻𝑧,𝜂𝑄 = 0, 

𝜈𝐷 = 10 𝑘𝐻𝑧, and the contact time is 12 rotor periods. 

We observe that, in the absence of quadrupolar interaction, the CPMAS signal is independent 

of γ, the signal has smooth variation with respect to β, and the sign of the signal is independent 

of crystallite orientation, thereby resulting in coherent addition of signals in a powder sample. 
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The CP contact time was 12 rotor periods and RF strengths employed were 𝜈1𝐼 = 40 kHz and 

𝜈1𝑆 = 20 kHz, corresponding to 𝜈1𝐼 + 𝜈1𝑆 = 𝜈𝑅. For 𝛽 around 0, 90, and 180° CP transfer is 

poor because the dipolar term oscillating at 𝜈𝑅 vanishes. These features are apparent in Figure 

A2.1.  

A2.3 Matrix Representation of Operators  
 

The effective Hamiltonians are expanded in terms of a set of Hermitian spin operators, 𝑂𝑝, 

which form a basis for the linear space of all 6 × 6 matrices. We choose to use a hybrid basis 

involving Hermitian linear combinations of spherical tensor operators.[95] This basis contains 

pure I operators, 𝐼𝑋 , 𝐼𝑌, 𝐼𝑍, pure 𝑆 operators, 𝑆𝑋 , 𝑆𝑌, 𝑆𝑍,  𝑆𝑋𝑆𝑍 + 𝑆𝑍𝑆𝑋,  𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌, (3𝑆𝑍
2 − 2),

(𝑆+
2 + 𝑆−

2)/2 , (𝑆+
2 − 𝑆−

2)/2𝑖, and 𝐼𝑆 terms like 𝐼𝑍𝑆𝑍, ( 𝑆𝑌𝑆𝑍 + 𝑆𝑍𝑆𝑌)𝐼𝑋, etc. The corresponding 

matrix representations are given below. 𝑆+ = 𝑆𝑋 + 𝑖𝑆𝑌, 𝑆− = 𝑆𝑋 − 𝑖𝑆𝑌. 
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A2.4: Removal of large IS terms via a rotating frame 

transformation 
 

Figure A2.2 Dependence on 𝛾 of CPMAS signal (a, f) and of the  𝜈𝑝
𝑒𝑓𝑓

 coefficients (b-e, g-j) calculated 

with Floquet theory (solid line) and the logarithm method (dashed line). Left: calculations starting from 

the Hamiltonian of Eq. [2.7]. Right: calculations starting from the Hamiltonian of Eq. [2.9]. The 

calculation assumes 𝜈𝐷 = 0 𝑘𝐻𝑧 hence IS terms are not expected. Other parameters are: 𝛽 =
32°, 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 46 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0. The contact time is 10 

rotor periods. For visibility, the plots with dashed line are shifted vertically. Labeling of the coefficients 

is according to Table 2.1. The coefficient 𝑆𝑍2 ≅ 𝑆𝐷𝑄𝑋, hence not shown. The coefficients 𝜈𝑝
𝑒𝑓𝑓

are 

expressed in kHz. 

Simulations performed with RF irradiation on the 𝐼 channel turned on, but with dipolar 

coupling turned off, starting with the time-dependent Hamiltonian given in Eq. [A2.1]. It is 

found that the effective Hamiltonians, and hence the 𝜈𝑝
eff coefficients determined by the 

logarithm and Floquet methods are identical within numerical errors. Several 𝜈𝑝
effcoefficients 

determined by both methods are presented in Figure A2.2(a-e). Since CP transfer is mediated 

by the dipolar interaction, as expected, the CP signal is absent (Figure A2.2(a)). However, from 

Figure A2.2(d,e) it can be seen that ℋeff contains a few large IS terms. Figure A2.2(f-j) 

represents the 𝜈𝑝
effcoefficients determined by both methods starting with the time-dependent 

Hamiltonian given in Eq. [2.9].  It is visible that IS terms have been removed.  
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A2.5: Connection between two procedures for removal of large  

IS terms 
 

From simulations summarized in Figure A2.2, we see that the effective Hamiltonian 

calculated in the old rotating frame, ℋeff
𝑙𝑛 = ℋeff

ℱ  is different from the effective Hamiltonian 

calculated in the new rotating frame, ℋ̃eff
𝑙𝑛 = ℋ̃eff

ℱ . This can be justified as follows. According 

to Eq. [2.8], the one-rotor-period propagators in the old and new rotating frames are related by  

                                        𝑈(𝑇𝑅 , 0) = exp(−𝑖𝜔𝑅𝑇𝑅𝐼𝑋) �̃�(𝑇𝑅 , 0) = −�̃�(𝑇𝑅 , 0).                      [A2.5] 

Since 𝑈(𝑇𝑅 , 0) and �̃�(𝑇𝑅 , 0) are different, the associated Hamiltonians ℋeff and ℋ̃eff have to 

be different. From 𝑈(𝑇𝑅 , 0) = ∑exp(−𝑖𝜖𝑗𝑇𝑅) |𝜖𝑗⟩⟨𝜖𝑗|, by adding ±𝜔𝑅 2⁄  to all eigenvalues (or 

odd multiples of 𝜔𝑅 2⁄ ), we obtain −𝑈(𝑇𝑅 , 0). Hence ℋ̃eff
𝑙𝑛  has to be connected to ℋeff

𝑙𝑛  by 

                         ℋ̃eff  =  ∑(𝜖𝑗 ± 𝜔𝑅 2⁄ )|𝜖𝑗⟩⟨𝜖𝑗| =  ℋeff +∑(±𝜔𝑅 2⁄ )|𝜖𝑗⟩⟨𝜖𝑗|.                    [A2.6]        

By construction, both ℋeff and ℋ̃eff have eigenvalues in the (−𝜔𝑅/2, 𝜔𝑅/2] interval, hence 

we must have  

                           ℋ̃eff  = ∑(𝜖𝑗 − 𝜔𝑅 2⁄ )|𝜖𝑗⟩⟨𝜖𝑗|

𝜖𝑗>0

+ ∑(𝜖𝑗 + 𝜔𝑅 2⁄ )|𝜖𝑗⟩⟨𝜖𝑗|

𝜖𝑗<0

.                   [A2.7]  

The eigenstates of the effective Hamiltonians ℋ̃eff and ℋeff are identical, but the energy levels 

pattern is different. This difference results in different expressions for the effective Hamiltonian 

in terms of the spin operators 𝑂𝑝.  

This relation between ℋeff and ℋ̃eff suggests a second procedure to remove 𝐼𝑆 terms 

as follows. From the Floquet effective Hamiltonian in the old rotating frame, ℋeff
ℱ = 𝐷Λ0𝐷

−1, 

we can obtain the Floquet effective Hamiltonian ℋ̃eff
ℱ  as  

ℋ̃eff
ℱ = 𝐷Λ̃0𝐷

−1, 

where Λ̃0 is a new diagonal matrix, with elements  

𝜖�̃� = {
𝜖𝑗 − 𝜔𝑅 2⁄ , if 𝜖𝑗 > 0 

𝜖𝑗 + 𝜔𝑅 2⁄ , if 𝜖𝑗 < 0
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It is seen that the effective Hamiltonian in the new rotating frame is obtained by a simple 

rearrangement of the eigenvalues of the effective Hamiltonian in the old rotating frame. It 

would be interesting to investigate whether this shifting procedure can be extended to more 

general frame transformations. 

A2.6: Structure of the effective Hamiltonian and absence of IS 

terms  
 

A2.5.1  𝑺 = 𝟏 𝟐⁄ , 𝑰 = 𝟏/𝟐 

For two dipolar-coupled spin-1/2 nuclei under RF irradiation the Hamiltonian is 

                                       ℋ(𝑡) = 𝜔1𝐼𝐼𝑋 + 𝜔1𝑆𝑆𝑋 + 𝑑(𝑡)2𝐼𝑍𝑆𝑍.             [A2.8] 

Let us consider a particular setup with 𝜈1𝑆 = 20 kHz, 𝜈1𝐼 = 50 kHz, 𝜈𝑅 = 60 kHz, 𝜈𝐷 =

1 kHz. This setup is away from any CP match condition or other resonance condition and also 

the dipolar coupling is much smaller than the spinning frequency. Therefore, the Hamiltonian 

can be very well approximated by leaving out the time-dependent dipolar interaction. This new, 

time-independent, Hamiltonian would describe well evolution for any time interval and hence 

it can be also used as an effective Hamiltonian to describe evolution over multiples of the rotor 

period. Thus we can set, 

               ℋeff = 𝜔1𝐼𝐼𝑋 +𝜔1𝑆𝑆𝑋 .                     [A2.9] 

The corresponding eigenvalues and eigenvectors are,  

𝜖𝑚𝐼𝑚𝑆 =  𝑚𝐼𝜔1𝐼 +𝑚𝑆𝜔1𝑆 → |𝑚𝐼 , 𝑚𝑆⟩𝑋, 

where the index X signifies that these states are eigenstates of 𝑆𝑋 and 𝐼𝑋. For our setup and in 

frequency units, the eigenvalues in descending order are 35, 15, -15, -35 kHz and correspond 

to eigenstates |1/2,1/2⟩𝑋 , |1/2,−1/2⟩𝑋 , |−1/2, +1/2⟩𝑋 , | − 1/2,−1/2⟩𝑋. The 35 and -35 

values are outside the (−𝜈𝑅 2⁄ ,+ 𝜈𝑅 2⁄ ) interval, hence the logarithm method will produce an 

effective Hamiltonian ℋeff
𝑙𝑛  for which these eiegnvalues are replaced by 35 − 60 = −25 kHz 

and −35 + 60 = 25 kHz while the corresponding eigenstates remain unchanged. In this way 

the eigenvalues of  ℋeff
𝑙𝑛  are −25, 15,−15, +25 kHz corresponding to the eigenstates 

|1/2,1/2⟩𝑋 , |1/2,−1/2⟩𝑋 , |−1/2,+1/2⟩𝑋 , | − 1/2,−1/2⟩𝑋 respectively. 

It is easy to see that this Hamiltonian can be expressed as  
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ℋeff
𝑙𝑛 = 𝜔1𝐼

eff𝐼𝑋 + 𝜔1𝑆
eff𝑆𝑋 . 

Indeed, for the -25 and 15 kHz eigenvalues we demand  

−25 kHz = 𝜈1𝐼
eff/2+𝜈1𝑆

eff/2, 

+15 kHz = 𝜈1𝐼
eff/2−𝜈1𝑆

eff/2. 

The solution of this system is given by 𝜈1𝐼
eff = −10 kHz and 𝜈1𝑆

eff = −40 kHz and it satisfies 

also the equations related to the other two eigenvalues. As such this Hamiltonian maintains the 

original spin-operator structure and does not contain any IS terms.  

It can be shown that this property is maintained for any other RF strengths as follows. 

The effective Hamiltonian produced from the propagator exp (−𝑖ℋeff𝑇𝑅) by the logarithm 

method, where  ℋeff is given in Eq. [A2.9], is of the form 

                                  ℋeff
𝑙𝑛 = ℋeff + ∑ 𝑘𝑗𝜔𝑅|𝜖𝑗⟩⟨𝜖𝑗|                                                [A2.10]𝑗  

where |𝜖𝑗⟩ are the eigenvalues of ℋeff and integers 𝑘𝑗, termed as folding coefficients, make 

sure that eigenvalues of ℋeff
𝑙𝑛  are in the (−𝜔𝑅/2, 𝜔𝑅/2] interval. More explicitly  

ℋeff
𝑙𝑛 = ∑ (𝑚𝐼𝜔1𝐼+𝑚𝑆𝜔1𝑆)|𝑚𝐼𝑚𝑆⟩⟨𝑚𝐼𝑚𝑆|𝑋

𝑚𝐼,𝑚𝑆

+ ∑ 𝑘𝑚𝑆𝑚𝐼𝜔𝑅|𝑚𝐼𝑚𝑆⟩⟨𝑚𝐼𝑚𝑆|𝑋
𝑚𝐼,𝑚𝑆

     [A2.11] 

where the subscript X indicates that kets and bras are eigenstates of 𝑆𝑋 and 𝐼𝑋. The energy level 

pattern of ℋeff is symmetric, 𝜖𝑚𝐼,𝑚𝑆 = −𝜖−𝑚𝐼,−𝑚𝑆, hence 

                                𝑘1/2,1/2 + 𝑘−1/2,−1/2 = 0, 𝑘1/2,−1/2 + 𝑘−1/2,1/2 = 0.       [A2.12] 

Next, we investigate the conditions that result in the presence of IS terms in the ℋeff
𝑙𝑛 . The initial 

effective Hamiltonian ℋeff does not contain any IS terms. Using Eq. [A2.11], the coefficient 

of any IS spin operator Op can be calculated as, 

 

   Tr(ℋeff
𝑙𝑛𝑂𝑝)/𝑇𝑟(𝑂𝑝

2) =
𝑇𝑟{𝑂𝑝∑ 𝑘𝑚𝐼𝑚𝑆𝜔𝑅|𝑚𝐼𝑚𝑆⟩⟨𝑚𝐼𝑚𝑆|𝑋𝑚𝐼,𝑚𝑆

}

𝑇𝑟(𝑂𝑝
2)

  

                                     = ∑ 𝑘𝑚𝐼𝑚𝑆𝜔𝑅𝑚𝐼,𝑚𝑆 ⟨𝑚𝐼𝑚𝑆|𝑂𝑝|𝑚𝐼𝑚𝑆⟩𝑋/𝑇𝑟(𝑂𝑝
2).                       [A2.13] 

The condition that the operator Op does not appear in ℋeff
𝑙𝑛  is then  

                                    ∑𝑘𝑚𝐼𝑚𝑆⟨𝑚𝐼𝑚𝑆|𝑂𝑝|𝑚𝐼𝑚𝑆⟩𝑋 = 0.                                                    [A2.14] 
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For our spin system ⟨𝑚𝐼𝑚𝑆|𝑂𝑝|𝑚𝐼𝑚𝑆⟩𝑋 = 0 for all IS operators except 𝐼𝑋𝑆𝑋. Hence IS 

operators different from 𝐼𝑋𝑆𝑋 do not appear in ℋeff
𝑙𝑛 . For 𝐼𝑋𝑆𝑋 we have 

                 ⟨𝑚𝐼𝑚𝑆|𝐼𝑋𝑆𝑋|𝑚𝐼𝑚𝑆⟩𝑋 = 𝑚𝐼𝑚𝑆, 

and the sum in Eq. [A2.13] vanishes 

𝑘1/2,1/2 + 𝑘−1/2,−1/2 − 𝑘−1/2,1/2 − 𝑘1/2,−1/2 = 0 

after taking into account Eq. [A2.12]. Therefore 𝐼𝑋𝑆𝑋 also does not appear in ℋeff
𝑙𝑛 . We conclude 

that for any given RF strengths no IS terms are present in ℋeff
𝑙𝑛 . This conclusion is not valid 

when 𝑆 = 1, 𝐼 = 1/2  as demonstrated in the next section. 

A2.5.2  𝑺 = 𝟏, 𝑰 = 𝟏/𝟐 

For S=1 and 𝜈𝑄 = 0, let us consider the same setup as in E1, with 𝜈1𝑆 = 20 kHz, 𝜈1𝐼 =

50 kHz, 𝜈𝑅 = 60 kHz, 𝜈𝐷 = 1 kHz. Following the same steps, the eigenvalues of ℋeff in 

descending order are 45, 25, 5, −5, −25,−45 kHz and correspond to eigenstates |1/2,1⟩𝑋 , |1/

2,0⟩𝑋 , |1/2,−1⟩𝑋 , | − 1/2,1⟩𝑋 , | − 1/2,0⟩𝑋 , | − 1/2,−1⟩𝑋. The 45 and -45 kHz eigenvalues 

are outside the (−𝜈𝑅 2⁄ , + 𝜈𝑅 2⁄ ] interval and the logarithm method will replace them by 45 −

60 = −15 kHz and −45 + 60 = 15 kHz. In this way the eigenvalues of  ℋeff
𝑙𝑛  are 

−15, 25, 5, −5,−25,+15 kHz and correspond to eigenvectors |1/2,1⟩𝑋 , |1/2,0⟩𝑋 , |1/

2, −1⟩𝑋 , | − 1/2,1⟩𝑋 , | − 1/2,0⟩𝑋 , | − 1/2,−1⟩𝑋, respectively. An attempt to find 𝜔1𝐼
eff and 

𝜔1𝑆 
eff  such that  

ℋeff
𝑙𝑛 = 𝜔1𝐼

eff𝐼𝑋 + 𝜔1𝑆
eff𝑆𝑋 

fails as follows. For the first and second eigenvalues we would have 

−15 kHz = 𝜈1𝐼
eff/2+𝜈1𝑆

eff, 

 

+25 kHz = 𝜈1𝐼
eff/2,  

which would yield 𝜈1𝐼
eff = 50 kHz and 𝜈1𝑆

eff = −40 kHz. However, for the third eigenvalue we 

would have  5 kHz = 𝜈1𝐼
eff/2−𝜈1𝑆

eff = 25 + 40 = 65 kHz which is contradictory. It follows that 

ℋeff
𝑙𝑛  cannot be written as 𝜔1𝐼

eff𝐼𝑋 + 𝜔1𝑆
eff𝑆𝑋 and additional terms are needed. It can be shown 

that some of these additional terms are IS. After some algebra, the following non-zero  

𝜈𝑝
effcoefficients are found, 
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𝜈1𝐼
eff = 10 kHz , 𝜈1𝑆

eff = −10 kHz, 

𝜈𝑆𝑍2𝐼𝑋
eff = 10 kHz, 𝜈𝐷𝑄𝑋𝐼𝑋

eff = −30 kHz. 

The last two coefficients belong to IS terms in the effective Hamiltonian. 

However, whether ℋeff
𝑙𝑛  can be written as 𝜔1𝐼

eff𝐼𝑋 + 𝜔1𝑆
eff𝑆𝑋 or not depends on the RF 

strengths and spinning frequency. For example, if 𝜈1𝑆 = 20 kHz, 𝜈1𝐼 = 110 kHz, 𝜈𝑅 = 60 kHz 

it can be checked that 

ℋeff
𝑙𝑛 = 𝜔1𝐼

eff𝐼𝑋 + 𝜔1𝑆
eff𝑆𝑋 , 

with 𝜈1𝐼
eff = −10 kHz and 𝜈1𝑆

eff = 20 kHz. 

 Similar to 𝑆 = 1/2 case, we investigate the condition ∑𝑘𝑚𝐼𝑚𝑆⟨𝑚𝐼𝑚𝑆|𝑂𝑝|𝑚𝐼𝑚𝑆⟩𝑋 ≠ 0 

which results in the presence of an  IS term 𝑂𝑝 in the ℋeff
𝑙𝑛 . Taking into account the symmetry 

of the energy level pattern of ℋeff we have 

𝑘1/2,1 + 𝑘−1/2,−1 = 0, 𝑘1/2,0 + 𝑘−1/2,0 = 0, 𝑘1/2,−1 + 𝑘−1/2,1 = 0. 

 With ⟨𝑚𝑆|𝑆𝑌|𝑚𝑆⟩𝑋 = ⟨𝑚𝑆|𝑆𝑍|𝑚𝑆⟩𝑋 = 0 and ⟨𝑚𝐼|𝐼𝑌|𝑚𝐼⟩𝑋 = ⟨𝑚𝐼|𝐼𝑍|𝑚𝐼⟩𝑋 = 0, it follows that 

all simple IS terms of the form 𝐼𝑖𝑆𝑗, except 𝐼𝑋𝑆𝑋, are automatically zero in ℋeff
𝑙𝑛 . With 

⟨𝑚𝐼 , 𝑚𝑆|𝐼𝑋𝑆𝑋 |𝑚𝐼 , 𝑚𝑆⟩ = 𝑚𝐼𝑚𝑆, we obtain 

∑ 𝑘𝑚𝐼𝑚𝑆⟨𝑚𝐼𝑚𝑆|𝐼𝑋𝑆𝑋|𝑚𝐼𝑚𝑆⟩𝑋
𝑚𝐼,𝑚𝑆

= (𝑘1/2,1 + 𝑘−1/2,−1 − 𝑘1 2⁄ ,−1 − 𝑘−1/2,1)/2 = 0 

such that also 𝐼𝑋𝑆𝑋 term does not appear in ℋeff
𝑙𝑛 , similar to S=1/2 case. Proceeding in a similar 

way it can be shown that all other IS terms are zero for any RF strengths, except for 𝐼𝑋(3𝑆𝑍
2 − 2) 

and  𝐼𝑋(𝑆+
2 + 𝑆−

2)/2. Taking into account that ⟨1|3𝑆𝑍
2 − 2|1⟩𝑋 = ⟨−1|3𝑆𝑍

2 − 2|−1⟩𝑋 =

−⟨0|3𝑆𝑍
2 − 2|0⟩𝑋/2 = −1/2, we obtain for  𝐼𝑋(3𝑆𝑍

2 − 2) 

∑ 𝑘𝑚𝐼𝑚𝑆⟨𝑚𝐼𝑚𝑆|𝐼𝑋(3𝑆𝑍
2 − 2)|𝑚𝐼𝑚𝑆⟩𝑋 =

𝑚𝐼,𝑚𝑆

(−𝑘1/2,1 + 𝑘−1/2,−1 + 2𝑘1/2,0 − 2𝑘−1 2,0⁄ + 𝑘−1 2⁄ ,1 − 𝑘1/2,−1 )/4 

This sum may be different from zero, in which case an 𝐼𝑋(3𝑆𝑍
2 − 2) term will appear in ℋeff

𝑙𝑛 . 

For example, if 𝜔𝑅 > 𝜔1𝑆 + 𝜔1𝐼/2 > 𝜔𝑅/2 > 𝜔1𝑆 − 𝜔1𝐼/2, we have 𝑘1/2,1 = −1, 𝑘−1/2,1 =

0, 𝑘1/2,0 = 0 and the non-vanishing sum leads to an 𝐼𝑋(3𝑆𝑍
2 − 2) term. On the other hand, if 

𝜔𝑅 > 𝜔1𝑆 + 𝜔1𝐼/2 > 𝜔1𝑆 − 𝜔1𝐼/2 > 𝜔𝑅/2, we have 𝑘1/2,1 = −1, 𝑘−1/2,1 = −1, 𝑘1/2,0 = 0 

and the sum is zero, yielding no 𝐼𝑋(3𝑆𝑍
2 − 2) term. In this way the presence or absence of 
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𝐼𝑋(3𝑆𝑍
2 − 2) term can be predicted for any RF configuration. A similar analysis performed for 

the  𝐼𝑋(𝑆+
2 + 𝑆−

2)/2 yields minus the sum obtained for  𝐼𝑋(3𝑆𝑍
2 − 2) hence the two IS terms are 

simultaneously present or absent depending on  RF strengths and 𝜔𝑅. This is confirmed by 

numerical simulations. 

A similar analysis can be performed in the presence of quadrupolar interaction as 

follows. In the absence of dipolar coupling the propagator factorizes into pure S and pure I 

contributions. As a result, an effective Hamiltonian can be written as ℋeff = ℋeff
𝑆,0 + 𝜔1𝐼𝐼𝑋, 

where ℋeff
𝑆,0

 is the S-spin effective Hamiltonian determined by Floquet or logarithm approaches 

for 𝜔1𝐼 = 0. Denoting the eigenvectors and eigenvalues of  ℋeff
𝑆,0

 by |𝑚𝑆
0⟩  and 𝜖𝑚𝑆

0 , the total 

effective Hamiltonian can be written as 

                                     ℋeff = ∑ (𝜖𝑚𝑆
0 +𝑚𝐼𝜔1𝐼)|𝑚𝐼𝑚𝑆

0⟩⟨𝑚𝐼𝑚𝑆
0|
𝑋

𝑚𝐼,𝑚𝑆
0

.                               [A2.15] 

Subscript X indicates that the I part of kets and bras are eigenstates of 𝐼𝑋. This Hamiltonian 

does not contain IS terms, as expected. The effective Hamiltonian ℋeff
𝑙𝑛    obtained by taking the 

logarithm of the full propagator exp(−𝑖ℋ𝑒𝑓𝑓𝑇𝑅) is then 

                               ℋeff
𝑙𝑛 = ℋeff + ∑ 𝑘𝑚𝐼𝑚𝑆

0𝜔𝑅|𝑚𝐼𝑚𝑆
0⟩⟨𝑚𝐼𝑚𝑆

0|
𝑋𝑚𝐼,𝑚𝑆

0                                  [A2.16]  

 where the folding coefficients 𝑘𝑚𝐼𝑚𝑆
0  brings the eigenvalue 𝜖𝑚𝑆

0 +𝑚𝐼𝜔1𝐼 into the 

(−𝜔𝑅/2, 𝜔𝑅/2] interval. The change in the 𝜔𝑝
eff coefficient corresponding to basis operator 

𝑂𝑝 is  

                𝑇𝑟
{𝑂𝑝 ∑ 𝑘𝑚𝐼,𝑚𝑆

0𝜔𝑅|𝑚𝐼𝑚𝑆
0⟩⟨𝑚𝐼𝑚𝑆

0|
𝑋𝑚𝐼,𝑚𝑆

0  }

𝑇𝑟(𝑂𝑝2)

= ∑ 𝑘𝑚𝐼𝑚𝑆
0𝜔𝑅⟨𝑚𝐼𝑚𝑆

0|𝑂𝑝|𝑚𝐼𝑚𝑆
0⟩
𝑋

𝑚𝐼,𝑚𝑆
0

/𝑇𝑟(𝑂𝑝
2)                                     [A2.17]       

If 𝑂𝑝 represents an IS operator, the condition that 𝑂𝑝 does not appear in ℋeff
𝑙𝑛  is then 

∑ 𝑘𝑚𝐼𝑚𝑆
0⟨𝑚𝐼𝑚𝑆

0|𝑂𝑝|𝑚𝐼𝑚𝑆
0⟩
𝑋

𝑚𝐼,𝑚𝑆
0

= 0 

Since ⟨𝑚𝐼|𝐼𝑋|𝑚𝐼⟩𝑋 = 𝑚𝐼 and ⟨𝑚𝐼|𝐼𝑌|𝑚𝐼⟩𝑋 = ⟨𝑚𝐼|𝐼𝑍|𝑚𝐼⟩𝑋 = 0 it follows that only IS terms 

involving 𝐼𝑋 may appear in ℋeff
𝑙𝑛 . This is confirmed through numerical simulations. By 
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construction, the eigenvalues 𝜖𝑚𝑆
0  are in the (−𝜔𝑅/2, 𝜔𝑅/2]  interval and the folding 

coefficients  𝑘𝑚𝐼𝑚𝑆
0 clearly depend on the magnitude of the proton RF strength. With nonzero 

quadrupolar coupling, the energy level pattern of ℋeff
𝑆,0

 and hence ℋeff is only approximately 

symmetric, 𝜖𝑚𝐼,𝑚𝑆
0 ≅ −𝜖−𝑚𝐼,−𝑚𝑆

0, the degree of asymmetry depending on crystallite 

orientation. Nevertheless, relations of the type 𝑘𝑚𝐼,𝑚𝑆
0 = −𝑘−𝑚𝐼,−𝑚𝑆

0 hold for most crystallite 

orientations. For example, assuming 𝑘𝑚𝐼,𝑚𝑆
0 = −𝑘−𝑚𝐼,−𝑚𝑆

0 and if 𝜔𝑅 > 𝜖𝑚𝑆=1
0 + 𝜔1𝐼/2 >

𝜔𝑅/2 > 𝜖𝑚𝑆=1
0 − 𝜔1𝐼/2, we have 𝑘1/2,1 = −1, 𝑘−1/2,1 = 0, 𝑘1/2,0 = 0 and an 𝑂𝑝 term will 

appear if ⟨1/2, 1|𝑂𝑝|1/2, 1⟩𝑋 −
⟨−1/2,−1|𝑂𝑝|−1/2,−1⟩𝑋 ≠ 0 . Since |𝑚𝑆

0⟩ are linear 

combinations of the ‘unperturbed’ states |𝑚𝑆⟩𝑋, it is expected that more IS terms will appear 

than in the case with zero quadrupolar coupling. This is confirmed in Figure A2.2. The 

eigenstates |𝑚𝑆
0⟩ depend strongly on crystallite orientation. Therefore, if nonzero the magnitude 

of a given IS term depends on ⟨𝑚𝐼𝑚𝑆
0|𝑂𝑝|𝑚𝐼𝑚𝑆

0⟩
𝑋

, and it will most probably exhibit a strong 

dependence on crystallite orientation. 

It presents interest to determine the relation between the effective RF strengths in ℋeff and 

ℋeff
𝑙𝑛 . According to Eq. [A2.17] the proton effective RF strength in ℋeff

𝑙𝑛  is 

                          𝜔1𝐼
eff = 𝜔1𝐼 + ∑ 𝑘𝑚𝐼𝑚𝑆

0𝜔𝑅⟨𝑚𝐼𝑚𝑆
0|𝐼𝑋|𝑚𝐼𝑚𝑆

0⟩𝑋
𝑚𝐼,𝑚𝑆

0

/𝑇𝑟(𝐼𝑋
2)                    [A2.18]      

Or                   𝜔1𝐼
eff = 𝜔1𝐼 +

𝜔𝑅

3
∑ (𝑘1 2,𝑚𝑆

0⁄ −𝑚𝑆
0 𝑘−1 2,−𝑚𝑆

0⁄ ). 

 

Due to symmetry of the energy level pattern, 𝑘𝑚𝐼,𝑚𝑆
0 = −𝑘−𝑚𝐼,−𝑚𝑆

0 and  

                       𝜔1𝐼
eff = 𝜔1𝐼 +

2𝜔𝑅

3
∑ 𝑘1 2,𝑚𝑆

0⁄𝑚𝑆
0 . 

It follows that 𝜔1𝐼
eff and 𝜔1𝐼 may differ only by a multiple of 2𝜔𝑅 3⁄ . This feature was initially 

discovered by analyzing 𝜔1𝐼
eff in simulations with different proton RF strengths. In a similar 

manner we could also determine the change in effective S spin RF strength. Following Eq. 

[A2.17] the change in  𝜔1𝑆
eff is 

                                          ∑ 𝑘𝑚𝐼𝑚𝑆
0𝜔𝑅⟨𝑚𝐼𝑚𝑆

0|𝑆𝑋|𝑚𝐼𝑚𝑆
0⟩𝑋

𝑚𝐼,𝑚𝑆
0

/𝑇𝑟(𝑆𝑋
2)                                 [A2.19]  
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Due to the strong dependence of |𝑚𝑆
0⟩ on crystallite orientation, the change in 𝜔1𝑆

eff will not 

have a simple form.  

Next, we consider the appearence of IS terms when the effective Hamiltonian is 

calculated after performing a rotating frame transformation of type 𝑈(𝑡, 0) =

exp(−𝑖𝜔𝑅𝑡𝐼𝑋) �̃�(𝑡, 0). Since only the I part of the Hamiltonian is affected, the effective 

Hamiltonian in the rotating frame is ℋ̃eff = ℋeff
𝑆,0 + (𝜔1𝐼 − 𝜔𝑅)𝐼𝑋, with ℋeff

𝑆,0
 unchanged.  

Taking the logarithm of exp (−𝑖ℋ̃eff𝑇𝑅) gives  

                   ℋ̃eff
𝑙𝑛 = ℋeff

𝑆,0 + (𝜔1𝐼 − 𝜔𝑅)𝐼𝑋 + ∑ 𝑘𝑚𝐼𝑚𝑆
0𝜔𝑅|𝑚𝐼𝑚𝑆

0⟩⟨𝑚𝐼𝑚𝑆
0|
𝑋

𝑚𝐼,𝑚𝑆
0

                [A2.20]  

where, if needed, the coefficient 𝑘𝑚𝐼𝑚𝑆
0 brings the modified eigenvalue 𝜖𝑚𝑆

0 +𝑚𝐼(𝜔1𝐼 − 𝜔𝑅) 

into the (−𝜔𝑅/2, 𝜔𝑅/2] interval. If 𝜔1𝐼 is comparable to 𝜔𝑅, (as it was the case for most 

simulations), it is seen that the range spanned by the eigenvalues of ℋ̃eff is reduced and may 

fall well inside the (−𝜔𝑅/2, 𝜔𝑅/2] interval. In this case all 𝑘𝑚𝐼𝑚𝑆
0  are zero hence ℋ̃eff

𝑙𝑛 = ℋ̃eff. 

Therefore ℋ̃eff
𝑙𝑛  does not contain any IS terms and moreover the pure S part ℋeff

𝑆,0
 remains 

unaffected. 

  To summarize, we have shown that in the absence of dipolar coupling, for both 𝐼 =

1/2 = 𝑆 and 𝐼 = 1/2, 𝑆 = 1 cases, an effective Hamiltonian ℋeff that does not contain any IS 

terms could be constructed. We have shown that the effective Hamiltonians ℋeff
𝑙𝑛  (obtained by 

taking the logarithm of the full propagator) and ℋeff were related through folding coefficients 

𝑘𝑚𝐼,𝑚𝑆 which fold the eigenvalues of ℋeff within the (−𝜔𝑅/2, 𝜔𝑅/2] interval. The folding  

coefficients depend on the I spin RF strength. It was shown that the presence or absence of an 

IS operator, 𝑂𝑝, in the effective Hamiltonian ℋeff
𝑙𝑛  depends on 𝑘𝑚𝐼,𝑚𝑆 and on the matrix 

elements ⟨𝑚𝐼𝑚𝑆
0|𝑂𝑝|𝑚𝐼𝑚𝑆

0⟩
𝑋

. After performing the rotating frame transformation, as before an 

effective Hamiltonian ℋ̃eff that does not contain any IS terms was constructed. In comparison 

with  ℋeff, the eigenvalues of ℋ̃eff are confined to a reduced interval. As before the effective 

Hamiltonian ℋ̃eff
𝑙𝑛  obtained by taking the logarithm of the full propagator is related to ℋ̃eff 

through folding coefficients 𝑘𝑚𝐼,𝑚𝑆. If the reduced eigenvalue interval of ℋ̃eff falls within 

(−𝜔𝑅/2, 𝜔𝑅/2], it follows that all folding coefficients vanish, resulting in ℋ̃eff
𝑙𝑛 = ℋ̃eff and 

hence the absence of IS terms. It was shown that, depending on 𝜔1𝐼 for fixed 𝜔1𝑆 and 𝜔𝑅, non-
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vanishing folding coefficients in ℋeff
𝑙𝑛  do not necessarily lead to IS terms, hence rotating frame 

transformation may not be needed. 

A2.7: Dependence of CPMAS signal on proton RF strength 

Figure A2.3 Dependence of CPMAS signal on 𝛾 for (a) 𝜈1𝐼 = 46, (b) 𝜈1𝐼 = 49, (c) 𝜈1𝐼 = 52 𝑘𝐻𝑧.  (d-

f) Dependence on 𝛾 of the corresponding 𝜈1𝑆
𝑒𝑓𝑓

 (1S) and 𝜈1𝐼
𝑒𝑓𝑓

(1I) coefficients. Calculations start with 

the Hamiltonian of Eq. [2.9] and assume 𝜈𝐷 = 10 𝑘𝐻𝑧, 𝛽 = 32
°, 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 

𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0, 𝜃𝑄𝐷 = 0 and 𝜏𝐶𝑃 = 10𝑇𝑅. Labeling of the coefficients is given in Table 

2.1. The coefficients 𝜈1𝑆
𝑒𝑓𝑓

and 𝜈1𝐼
𝑒𝑓𝑓

 in (d-f) are expressed in kHz. 

Dependence of CPMAS signal on proton RF strength is and 𝛾 angle is shown in Figure A2.3. 

A good transfer occurs when |𝜈1𝐼
eff| is slightly above the maximum of |𝜈1𝑆

eff|. Lower |𝜈1𝐼
eff| results 

in a significant drop in the signal.  
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A2.8: Dependence of CPMAS signal on 𝜷 and 𝜸 for other matching 

conditions 

 

All calculations and resulting conclusions upto Figure 2.5 correspond to a particular 

choice of RF strengths,𝜈1𝑆 = 80 kHz and 𝜈1𝐼 = 46 kHz, a choice which yields good overall 

CP transfer in simulations and is also close to the optimized conditions employed in the 

experiments of Ref. [17]. 

 

 

 

 

 

 

 

 

 

Figure A2.4  (a) Dependence of CP signal on 𝛽 and 𝛾. (b) Projection of (a) along 𝛾. (c) Dependence 

on 𝛽 and 𝛾 of the 𝛥 parameter which reflects the difference between |𝜈1𝑆
𝑒𝑓𝑓
| and |𝜈1𝐼

𝑒𝑓𝑓
|. (d) Projection 

of (c) along 𝛾. Calculations start from the Hamiltonian of Eq. [2.9] and assume 𝜈𝐷 = 10 𝑘𝐻𝑧, 𝜈1𝑆 =
80 𝑘𝐻𝑧, 𝜈1𝐼 = 76 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0, 𝜃𝑄𝐷 = 0. The contact time is 10 

rotor periods. 

 The same reference presents CP mismatch plots, in which variation of the double CP 

signal is monitored as function of proton RF strength 𝜈1𝐼 and it is found that it exhibits maxima 

and minima. From the above arguments we can also predict other matching conditions as 

follows. The RF strengths  𝜈1𝑆 = 80 kHz and 𝜈1𝐼 = 46 kHz correspond to 𝜈1𝐼 + |𝜈1𝑆
eff| ≅ 𝜈𝑅 

with |𝜈1𝑆
eff| ≅ 14 kHz. One can speculate a new matching condition, 𝜈1𝐼 − |𝜈1𝑆

eff| ≅ 𝜈𝑅, with the 

same 𝜈1𝑆 = 80 kHz  and arranging  𝜈1𝐼 ≅ 74 kHz. This is confirmed by simulations and shown 

in Figure A2.4, where an optimized value  𝜈1𝐼 = 76 kHz is used. This is well in agreement with 

the double CP mismatch plot in Ref. [17] where it is found that two consecutive maxima of the 

signal occur at about 45 − 50 kHz and 70 − 76 kHz, when 𝜈1𝑆 = 80 kHz. 
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In the same way other matching conditions can be determined, for example those 

involving 2𝜈𝑅. The matching conditions become 𝜈1𝐼 ≅ 2𝜈𝑅  ± |𝜈1𝑆
eff| and yield 106 and 

134 kHz for the proton RF strength. We have verified that significant CP transfer occurs at 

these values. Additional simulations show reduced CP transfer at other proton RF strengths 

between these values. For proton RF strengths in the 100 kHz range, identical effective 

Hamiltonians are obtained when starting from the Hamiltonian ℋ(𝑡) of Eq. [A2.1] or from a 

new rotating frame Hamiltonian, ℋ̃(𝑡), given by  

                                           𝑈(𝑡, 0) = exp(−𝑖2𝜔𝑅𝑡𝐼𝑋) �̃�(𝑡, 0),                                                   [A2.21]          

ℋ̃(𝑡)

= (𝜔1𝐼 − 2𝜔𝑅)𝐼𝑋+Δ𝜔𝑄(𝛽𝑄)𝑆𝑍 + 𝜔1𝑆𝑆𝑋 + 𝜔𝑄(𝑡, 𝛽𝑄, 𝛾𝑄)[3𝑆𝑍
2 − 𝑆(𝑆 + 1)]  

+ 2𝑑(𝑡, 𝛽𝐷 , 𝛾𝐷)𝑆𝑍exp(+2𝑖𝜔𝑅𝑡𝐼𝑋) 𝐼𝑍 exp(−2𝑖𝜔𝑅𝑡𝐼𝑋).                                                        [A2.22] 

 

From Eq. [A2.21],  𝑈(𝑇𝑅 , 0) = �̃�(𝑇𝑅 , 0) and it follows, from the deterministic action of the 

logarithm in  Eq. [2.5], that ℋeff
𝑙𝑛 = ℋ̃eff

𝑙𝑛 and hence transformation to the new rotating frame is 

not needed. The same holds for the Floquet approach and ℋeff
ℱ = ℋ̃eff

ℱ = ℋeff
𝑙𝑛 = ℋ̃eff

𝑙𝑛 . 

  It is clear that the central quantity to determine the matching conditions is the nitrogen 

effective RF strength. It therefore presents interest to investigate the CP transfer for other 

nitrogen RF strengths. Figure A2.5(a) displays |𝜈1𝑆
eff| as function of 𝛽 and 𝛾 when the nitrogen 

RF strength is 𝜈1𝑆 = 40 kHz. It is seen that |𝜈1𝑆
eff| peaks around 8 kHz. According to the simple 

reasoning above, matching will occur if |𝜈1𝑆
eff| ≅ |𝜈1𝐼

eff| which, given that 𝜈1𝐼
eff ≅ 𝜈1𝐼 − 𝜈𝑅, can 

be achieved when 𝜈1𝐼 ≅ 𝜈𝑅  ± |𝜈1𝑆
eff| ≅ 52 or 68 kHz. This is verified in Figure A2.5(b) which 

shows CP signal as function of 𝛽 and 𝛾 for 𝜈1𝐼 ≅ 52 kHz. Similar CP transfer is achieved also 

with 𝜈1𝐼 ≅ 68 kHz.  
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Figure A2.5 (a) Dependence of |𝜈1𝑆
𝑒𝑓𝑓
| on 𝛽 and 𝛾, for a smaller RF strength of S spin, 𝜈1𝑆 = 40 𝑘𝐻𝑧. 

(b) Dependence of the CP signal on 𝛽 and 𝛾. The plots are projections along 𝛾 direction. Calculations 

start from the Hamiltonian of Eq. [2.9] and assume 𝜈1𝐼 = 52 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 =

1.5 𝑀𝐻𝑧,𝜂𝑄 = 0, 𝜈𝐷 = 10 𝑘𝐻𝑧,  𝜃𝑄𝐷 = 0, and 𝜏𝐶𝑃 = 10𝑇𝑅. 

A2.9: Effective Hamiltonian with ramp-CP 

Figure A2.6 Dependence on 𝛾 of CPMAS signal and of a few 𝜈𝑝
𝑒𝑓𝑓

 coefficients (a-c) without and (d-f) 

with a ±3% linear ramp on the 1H RF amplitude. Calculations start with the Hamiltonian of Eq. [2.12] 

and assume 𝜈𝐷 = 10 𝑘𝐻𝑧, 𝛽 = 39
°, 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 50 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 

𝜂𝑄 = 0, 𝜃𝑄𝐷 = 0 and 𝜏𝐶𝑃 = 20𝑇𝑅. Labeling of the coefficients is given in Table 2.1. In (a) and (d) 

signal is calculated with Eq. [2.13] (black) and with 𝑒𝑥𝑝(−𝑖ℋ𝑒𝑓𝑓𝑁𝑇𝑅) (red). The coefficients 𝜈𝑝
𝑒𝑓𝑓

are 

expressed in kHz. 
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A2.10: Effective Hamiltonian in terms of fictitious spin-1/2 

operators 

We approximate the Hamiltonian of Eq. [2.26], ℋ′ = 𝜔𝑆𝑆𝑍 + 𝜔1𝐼
eff𝐼𝑍 +ℋ𝐼𝑆

′ , by 

keeping off-diagonal terms only within, (2,3), (4,5) subspaces. We introduce fictitious spin-

1/2 operators  

𝑍23 =
1

2
[|2⟩⟨2| − |3⟩⟨3|],  𝑋23 =

1

2
[|2⟩⟨3| + |3⟩⟨2|],  𝑌23 =

1

2𝑖
[|2⟩⟨3| − |3⟩⟨2|] ,  

along with the unit operator 𝟏23 = |2⟩⟨2| + |3⟩⟨3| for the (2,3) subspace, and similar 

operators for the (1,6) and (4,5) subspaces. The Hamiltonian ℋ′ can be written approximately 

as 

                                              ℋ′ ≅ ℋ16
′ +ℋ23

′ +ℋ45
′ ,                                                           [A2.23]   

where ℋ16
′ ,ℋ23

′ ,  and ℋ45
′  are to be expressed in terms of the fictitious  spin-1/2 operators 

associated with subspaces(1,6), (2,3), and(4,5). For the (1,6) subspace we have 

                                     ℋ16
′ = Σ16𝟏16 + 2(𝜔𝑆 + 𝜔1𝐼/2 + Δ16)𝑍16,                                [A2.24] 

where Σ16 and  Δ16 are linear combinations of matrix elements ⟨1|ℋ𝐼𝑆
′ |1⟩ and ⟨6|ℋ𝐼𝑆

′ |6⟩. The 

unit operator 𝟏16 has no effect within the subspace and is henceforth omitted. For the (2,3) 

subspace 

ℋ23
′ = (𝜔𝑆/2)𝟏23 + Δ𝑍23 + (ℋ𝐼𝑆

′ )23 

with Δ = 𝜔𝑆 − 𝜔1𝐼. The unit operator 𝟏23 has no effect within the subspace and is henceforth 

omitted. The IS term has generally the form  

(ℋ𝐼𝑆
′ )23 = 𝑧23𝑍23 + 𝑥23𝑋23 + 𝑦23𝑌23, 

where the coefficients 𝑧23, 𝑥23, 𝑦23 depend on the matrix elements of ℋ𝐼𝑆
′  in the (2,3) subspace. 

The Hamiltonian is then 

                                              ℋ23
′ = Δ23

′ 𝑍23 + 𝑥23𝑋23 + 𝑦23𝑌23                                            [A2.25] 

with Δ23
′ = Δ + 𝑧23. Similarly, for the (4,5) subspace 

                                        ℋ45
′ = (−𝜔𝑆/2)𝟏45 + Δ𝑍45 + (ℋ𝐼𝑆

′ )45                                          

and, after dropping 𝟏45 and expressing (ℋ𝐼𝑆
′ )45 , we obtain 
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                                     ℋ45
′ = Δ45

′ Z45 + x45X45 + y45Y45,                                                    [A2.26] 

with Δ45
′ = Δ + 𝑧45. The Hamiltonian ℋ23

′  can be further expressed as  

                  ℋ23
′ = 𝑒−𝑖𝜙𝑍

23𝑍23𝑒𝑖𝜙𝑌
23𝑌23[Ω23𝑋23]𝑒

−𝑖𝜙𝑌
23𝑌23𝑒𝑖𝜙𝑍

23𝑍23 ,                                [A2.27] 

where Ω23 = √(Δ23
′ )2 + 𝑥23

2 + 𝑦23
2  and 

𝑡𝑎𝑛𝜙𝑍
23 = 𝑦23/𝑥23, 

𝑡𝑎𝑛𝜙𝑌
23 = Δ23

′ √𝑥23
2 + 𝑦23

2⁄ . 

Similarly, ℋ45
′  can be expressed as  

                                ℋ45
′ = 𝑒−𝑖𝜙𝑍

45𝑍45𝑒𝑖𝜙𝑌
45𝑌45[Ω45𝑋45]𝑒

−𝑖𝜙𝑌
45𝑌45𝑒𝑖𝜙𝑍

45𝑍45 ,                      [A2.28] 

where Ω45 = √(Δ45
′ )2 + 𝑥45

2 + 𝑦45
2  and angles 𝜙𝑍

45, 𝜙𝑌
45 are defined in a similar way as 

angles 𝜙𝑍
23, 𝜙𝑌

23.  

Since ℋ′ is block-diagonal, the corresponding propagator 𝑉 can be written as  

                            𝑉 = 𝑒−𝑖ℋ
′𝑛𝑇𝑅 = 𝑒−𝑖ℋ16

′ 𝑛𝑇𝑅 + 𝑒−𝑖ℋ23
′ 𝑛𝑇𝑅 + 𝑒−𝑖ℋ45

′ 𝑛𝑇𝑅 = 𝑉16 + 𝑉23+𝑉45. 

Here we have 

𝑒−𝑖ℋ23
′ 𝑛𝑇𝑅 = ∑ |𝑝⟩⟨𝑝|𝑒−𝑖ℋ23

′ 𝑛𝑇𝑅|𝑞⟩⟨𝑞|

𝑝,𝑞=2,3

, 

and similar expressions for the other two exponential operators. Explicitly,  

  𝑉16 = 𝑒
−2𝑖(𝜔𝑆+𝜔1𝐼/2+Δ16)𝑍16𝑛𝑇𝑅 ,                                         [A2.29a] 

                             𝑉23 = 𝑒
−𝑖𝜙𝑍

23𝑍23𝑒𝑖𝜙𝑌
23𝑌23𝑒−iΩ23𝑋23𝑛𝑇𝑅𝑒−𝑖𝜙𝑌

23𝑌23𝑒𝑖𝜙𝑍
23𝑍23 ,                         [A2.29b] 

                            𝑉45 = 𝑒
−𝑖𝜙𝑍

45𝑍45𝑒𝑖𝜙𝑌
45𝑌45𝑒−iΩ45𝑋45𝑛𝑇𝑅𝑒−𝑖𝜙𝑌

45𝑌45𝑒𝑖𝜙𝑍
45𝑍45 .                    [A2.29c] 

With an initial density operator 𝐼𝑍 = 𝑍16 − 𝑍23 − 𝑍45, one finds 

𝑉𝐼𝑍𝑉
† = 𝑍16 − 𝑍23[cos

2 𝜙𝑌
23 𝑐𝑜𝑠(Ω23𝑛𝑇𝑅) + sin

2𝜙𝑌
23]         

− 𝑍45[cos
2 𝜙𝑌

45 𝑐𝑜𝑠(Ω45𝑛𝑇𝑅) + sin
2𝜙𝑌

45] 

                                                       +A23 + 𝐴45,                                                                            [A2.30] 

where 
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A23 = 𝑋23 [
1

2
𝑠𝑖𝑛2𝜙𝑌

23𝑐𝑜𝑠𝜙𝑍
23[1 − cos (Ω23𝑛𝑇𝑅)] + 𝑠𝑖𝑛𝜙𝑍

23𝑐𝑜𝑠𝜙𝑌
23𝑠𝑖𝑛(Ω23𝑛𝑇𝑅)]

+ 𝑌23 [
1

2
𝑠𝑖𝑛2𝜙𝑌

23𝑠𝑖𝑛𝜙𝑍
23[1 − cos (Ω23𝑛𝑇𝑅)] − 𝑐𝑜𝑠𝜙𝑍

23𝑐𝑜𝑠𝜙𝑌
23𝑠𝑖𝑛(Ω23𝑛𝑇𝑅)], 

                 [A2.31] 

and 𝐴45 can be obtained by replacing ‘23’ with ‘45’ in the above equation.  

To obtain the direct transfer amplitude 𝐴𝐼𝑆 we need to evaluate right hand side of Eq. [2.27],  

𝐴𝐼𝑆 =
1

4
Tr{𝑉𝐼𝑍𝑉

†𝐷†𝑆𝑍𝐷}. Since 𝐷 acts only on the S part of the basis states, 𝐷†𝑆𝑍𝐷 does not 

contain 𝑋23, 𝑌23 or 𝑋45, 𝑌45 terms. Therefore, A23 and 𝐴45 terms do not contribute to the trace 

in Eq. [2.19] and hence 

𝐴𝐼𝑆 =
1

4
Tr {[𝑍16 − 𝑍23[cos

2 𝜙𝑌
23 𝑐𝑜𝑠(Ω23𝑛𝑇𝑅) + sin

2𝜙𝑌
23]         

− 𝑍45[cos
2 𝜙𝑌

45 𝑐𝑜𝑠(Ω45𝑛𝑇𝑅)

+ sin2𝜙𝑌
45]] 𝐷†𝑆𝑍𝐷},                                                                                       [A2.32] 

which is Eq. [2.21]. 

To obtain the inverse transfer amplitude 𝐴𝑆𝐼 we need to evaluate the right hand side of Eq. 

[2.22], 𝐴𝑆𝐼 ==
2

3
Tr{𝑉†𝐼𝑍𝑉𝐷

†𝑆𝑍𝐷}.  Since 𝑉† = 𝑒+𝑖ℋ
′𝑛𝑇𝑅 = 𝑒−𝑖ℋ

′(−𝑛𝑇𝑅), we infer from Eq. 

[A2.32] that 

𝑉†𝐼𝑍𝑉 = 𝑍16 − 𝑍23[cos
2 𝜙𝑌

23 𝑐𝑜𝑠(Ω23𝑛𝑇𝑅) + sin
2𝜙𝑌

23]         

− 𝑍45[cos
2 𝜙𝑌

45 𝑐𝑜𝑠(Ω45𝑛𝑇𝑅) + sin
2𝜙𝑌

45] + 𝐵23 + 𝐵45, 

where the term 𝐵23 + 𝐵45 can be obtained by substituiting Ω23𝑛𝑇𝑅 → −Ω23𝑛𝑇𝑅 and Ω45𝑛𝑇𝑅 →

 −Ω45𝑛𝑇𝑅 in 𝐴23 + 𝐴45. However, since 𝐵23 + 𝐵45 does not contribute to the trace, 

𝐴𝑆𝐼 =
2

3
Tr {[𝑍16 − 𝑍23[cos

2 𝜙𝑌
23 𝑐𝑜𝑠(Ω23𝑛𝑇𝑅) + sin

2𝜙𝑌
23]          

− 𝑍45[cos
2 𝜙𝑌

45 𝑐𝑜𝑠(Ω45𝑛𝑇𝑅)

+ sin2𝜙𝑌
45]] 𝐷†𝑆𝑍𝐷},                                                                                       [A2.33] 

which is Eq. [2.33]. 
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A2.11: Verification of the theoretical ratio 𝑨𝑰𝑺/𝑨𝑺𝑰 = 𝟑/𝟖  

 

 

 

 

 

 

 

 

 

 

 

 

Figure A2.7 Dependence of the 𝐴𝐼𝑆/𝐴𝑆𝐼 on 𝛾 for a contact time  𝜏𝐶𝑃 = 12𝑇𝑅. Simulations assume 𝛽 =
32°, 𝜈𝐷 = 10 𝑘𝐻𝑧, 𝜈1𝑆 = 80 𝑘𝐻𝑧, 𝜈1𝐼 = 46 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧,𝜂𝑄 = 0, 𝜃𝑄𝐷 = 0. 

The three different plots show ratios for those gamma angles for which 𝐴𝐼𝑆 is larger than 0.1(black), 

0.2(blue), and 0.3(red). The average ratio 𝐴𝐼𝑆/𝐴𝑆𝐼 and the error were 0.376 ± 0.01, 0.375 ± 0.005, 

and 0.375 ± 0.003 respectively. 

A2.12: Discussion of double CP powder lineshapes 
 

It is seen that, for  𝜃𝑄𝐷 = 0°, regardless of CP duration, the singularity at 4.26 kHz has 

negligible intensity. This singularity corresponds to 𝛽𝑄 = 90° and for 𝜃𝑄𝐷 = 0°, the 𝜈𝑅 

component of the dipolar interaction vanishes resulting in negligible CP transfer. For 

nonvanishing 𝜃𝑄𝐷 angles this component is non-zero leading to CP transfer and hence the 

presence of the singularity, as seen in Figure A2.8(b-d). For an ideal lineshape, another 

singularity occurs at 3.48 kHz corresponding to 𝛽𝑄 ≅ 49° and 131°. This singularity is slightly 

displaced to higher frequency values in the double CP spectra, regardless of CP duration or 

𝜃𝑄𝐷. This can be predicted by inspection of Figure 2.6(d), which shows that, around 𝛽𝑄 =

50°, 130𝑜, the 14N effective RF strength, 𝜈1𝑆
eff, is far from the CP matching condition. The 

lineshapes in Figure A2.8(e-h) are obtained with other RF strengths: 𝜈1𝑆 = 85 kHz, 𝜈1𝐼 =

50 kHz. For almost all spectra, a singularity is present at 3.54 kHz, very close to the ideal-
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lineshape position. This is due to the fact that, with the new RF strengths, 𝜈1𝑆
eff is approximately 

satisfying the matching condition around 𝛽𝑄 = 50°, 130
𝑜. As before, the singularity 

corresponding to 𝛽𝑄 = 90° is not visible for the 𝜃𝑄𝐷 = 0 geometry. 

 

 

 

 

 

 

 

 

 

 

 

Figure A2.8 Double CP 14N powder lineshapes simulated for different experimental conditions and with 

four different angles between the 𝑍 axes of the quadrupole and dipole PAFs.   In (a-d)  𝜈1𝑆 = 80 𝑘𝐻𝑧, 
𝜈1𝐼 = 46 𝑘𝐻𝑧 while in (e-h)  𝜈1𝑆 = 85 𝑘𝐻𝑧, 𝜈1𝐼 = 50 𝑘𝐻𝑧. Contact times are 10 (black), 12 (blue), 14 

(red) rotor periods. The 4 columns, from left to right, correspond to a 𝜃𝑄𝐷 angle of 0°, 30°, 45°, and 

90°. Common parameters are 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝐶𝑄/2𝜋 = 1.5 𝑀𝐻𝑧, 𝜂𝑄 = 0 𝜈𝐷 = 10 𝑘𝐻𝑧. An ideal 14N 

powder lineshape corresponding to the above quadrupolar parameters (dashed line) is displayed for 

comparison. Vertical lines passing through the singularities of the ideal lineshape are also shown. 
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Appendix 3 
 

A3.1: System Hamiltonian 

 

The Hamiltonian defining the system is given by 

ℋ(𝑡) = Δ𝜔𝑆𝑆𝑍+𝜔1𝑆𝑆𝑋 +ℋ𝑄
(2)(𝑡, 𝛽𝑄, 𝛾𝑄) + 𝜔𝑄(𝑡, 𝛽𝑄 , 𝛾𝑄)[3𝑆𝑍

2 − 𝑆(𝑆 + 1)] +

                                                                                                               𝑑(𝑡, 𝛽𝐷 , 𝛾𝐷)2𝐼𝑍𝑆𝑍.           [A3.1]

         

In the above equation, 

𝜔𝑄(𝑡, 𝛽𝑄 , 𝛾𝑄) =
𝐶𝑄

3
[
1

8
𝑠𝑖𝑛2(𝛽𝑄)𝑐𝑜𝑠(2𝜔𝑅𝑡 + 2𝛾𝑄) −

1

4√2
𝑠𝑖𝑛(2𝛽𝑄) 𝑐𝑜𝑠 (𝜔𝑅𝑡 + 𝛾𝑄)].             [A3.2] 

The explicit form of the second-order quadrupolar interaction is  

𝐻𝑄
(2)
(𝑡, 𝛽𝑄, 𝛾𝑄) =

2(𝜔𝑄
2 )

9𝜔𝑜𝑆
(𝐿 + 𝑀 + 𝑁)              [A3.3] 

where   𝜔𝑄 = (3𝜋𝐶𝑄)/2𝑆(2𝑆 − 1)  = (𝜋𝐶𝑄)/2 and 

L=
3

5
Sz {3𝑆𝑧

2 − S(S + 1)𝟏𝑆}, 

M=
3

56
 Sz {12𝑆𝑧

2 − 8S(S + 1)𝟏𝑆 + 3𝟏𝑆}{𝑀1 𝑐𝑜𝑠(𝜔𝑅𝑡 + 𝛾𝑄)+𝑀2 𝑐𝑜𝑠(2𝜔𝑅𝑡 + 2𝛾𝑄)}, 

N =
9

4480
Sz {−34𝑆𝑧

2 + 18S(S + 1)𝟏𝑆 − 5𝟏𝑆}{𝑁0 − 40𝑁1𝑐𝑜𝑠(𝜔𝑅𝑡 + 𝛾𝑄) +

20𝑁2 𝑐𝑜𝑠(2𝜔𝑅𝑡 + 2𝛾𝑄) − 280𝑁3 𝑐𝑜𝑠(3𝜔𝑅𝑡 + 3𝛾𝑄) + 35𝑁4 𝑐𝑜𝑠(4𝜔𝑅𝑡 + 4𝛾𝑄)}, 

𝑀1 = −3(𝑠𝑖𝑛 2𝛽𝑄 )(𝑠𝑖𝑛 2𝜃𝑀 ) , 𝑀2 = 3 (sin
2 𝛽

𝑄
)( sin2 𝜃𝑀), 

𝑁0 = (35 𝑐𝑜𝑠
4 𝛽

𝑄
− 30 𝑐𝑜𝑠2 𝛽

𝑄
+ 3) (35 cos4 𝜃𝑚 − 30 cos

2 𝜃𝑚 + 3), 

𝑁1 = 𝑠𝑖𝑛 𝛽𝑄 (7 𝑐𝑜𝑠
3 𝛽

𝑄
− 3𝑐𝑜𝑠 𝛽

𝑄
) 𝑠𝑖𝑛 𝜃𝑀 (7 𝑐𝑜𝑠

3 𝜃𝑀 − 3𝑐𝑜𝑠 𝜃𝑀), 

𝑁2 = 𝑠𝑖𝑛
2 𝛽

𝑄
(7 𝑐𝑜𝑠2 𝛽

𝑄
− 1) 𝑠𝑖𝑛2 𝜃𝑀 (7 𝑐𝑜𝑠

2 𝜃𝑀 − 1), 

𝑁3 = 𝑐𝑜𝑠 𝛽𝑄 𝑠𝑖𝑛
3 𝛽

𝑄
𝑐𝑜𝑠 𝜃𝑀 𝑠𝑖𝑛

3 𝜃𝑀 , 

𝑁4 = 𝑠𝑖𝑛
4 𝛽

𝑄
𝑠𝑖𝑛4 𝜃𝑀 . 

In the equations above 𝟏𝑆 represents the S-spin unit operator. 
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We consider an axially-symmetric quadrupolar interaction (asymmetry parameter, 𝜂𝑄 = 0). 

The MAS-averaged second-order quadrupolar interaction can be obtained from Eq. [A3.3] by 

keeping only the time-independent terms and is given by 

                                                 ℋ𝑄
(2)(𝛽𝑄) = (2𝜔𝑄

2 )/(9𝜔0𝑆)(𝐿 + 𝑁′),                                        [A3.4]     

where                                       

𝑁 ′ =
9

4480
Sz {−34𝑆𝑧

2 + 18S(S + 1)𝟏𝑆 − 5𝟏𝑆}𝑁0. 

Here 𝜔0𝑆 represents the Larmor frequency of the 𝑆 spin and 𝜃𝑚 denotes the magic angle. 

Simulations with and without the time-dependent part of the second-order quadrupolar 

interaction showed very little difference, hence omission of the time-dependent part is justified 

for the RF strength and spinning speed considered here. 

The time-dependent spatial part of the dipolar interaction is given by, 

 𝑑(𝑡, 𝛽𝐷 , 𝛾𝐷) = 𝜔𝐷 [
sin(2𝛽𝐷)

2√2
cos(𝜔𝑅𝑡 + 𝛾𝐷) −

sin2(𝛽𝐷)

4
cos(2𝜔𝑅𝑡 + 2𝛾𝐷)].                [A3.5] 

 

A3.2: Form of the effective Hamiltonian 
 

The general form of the Hamiltonian under consideration (Eq. [A3.1]) is given by the 

expression: 

                                             ℋ(𝑡) =  ℋ𝑠(𝑡) +  𝑑(𝑡)𝐼𝑍𝑆𝑍,                                                 [A3.6]                                        

where ℋ𝑠(𝑡) represent the various S terms appearing and 𝑑(𝑡)𝐼𝑍𝑆𝑍 represents the dipolar part. 

An effective Hamiltonian, ℋ𝑒𝑓𝑓, is any time-independent Hamiltonian which satisfy  

                                                             𝑈(𝑇𝑅 , 0)=𝑒
−𝑖ℋ𝑒𝑓𝑓𝑇𝑅 ,                        [A3.7] 

where 𝑈(𝑡2, 𝑡1) represents the propagator between times 𝑡1 and 𝑡2. The most general form for 

the I-S system is 

                                             ℋ𝑒𝑓𝑓= ℋ𝑒𝑓𝑓
𝑠 + (𝐴𝑠𝐼𝑍 + 𝐵𝑠𝐼𝑋 + 𝐶𝑠𝐼𝑌)                                [A3.8] 
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where ℋ𝑒𝑓𝑓
𝑠  represents the ‘pure-S’ part of the effective Hamiltonian and the remaining terms 

are heteronuclear terms of the effective Hamiltonian. 

On the other hand, with �̂� standing for Dyson's time-ordering operator, 

𝑈(𝑇𝑅 , 0) = �̂�𝑒𝑥𝑝 [−𝑖 ∫ ℋ(𝑡)𝑑𝑡
𝑇𝑅
0

],  

which is equivalent to the time-ordered limit 

                                                𝑈(𝑇𝑅 , 0) = 𝑙𝑖𝑚
𝛥𝑡→0

∏ 𝑒−𝑖ℋ(𝑡𝑘)𝛥𝑡𝑘 .                      [A3.9]                

For any exponential operator in the product above we have 

⟨𝑚𝑆, 𝑚𝐼|𝑒
−𝑖ℋ(𝑡𝑘)𝛥𝑡|𝑚𝑆′, 𝑚𝐼′⟩ = ∑

(−𝑖𝛥𝑡)𝑛

𝑛!
∞
𝑛=0 ⟨𝑚𝑆, 𝑚𝐼|ℋ(𝑡𝑘)

𝑛 |𝑚𝑆′, 𝑚𝐼′⟩    

and, since for any n we have ⟨𝑚𝑆, 𝑚𝐼|ℋ(𝑡𝑘)
𝑛 |𝑚𝑆′,𝑚𝐼′⟩ = 0 if 𝑚𝐼 ≠ 𝑚𝐼′, it follows that 

                                   ⟨𝑚𝑆, 𝑚𝐼|𝑒
−𝑖ℋ(𝑡𝑘)𝛥𝑡|𝑚𝑆′, 𝑚𝐼′⟩ = 0 if 𝑚𝐼 ≠ 𝑚𝐼′,   

and that 

                       ⟨𝑚𝑆, 𝑚𝐼|∏ 𝑒−𝑖ℋ(𝑡𝑘)𝛥𝑡𝑘 |𝑚𝑆′, 𝑚𝐼′⟩ = 0 if 𝑚𝐼 ≠ 𝑚𝐼′. 

The equality above will hold also for the limit 𝛥𝑡 → 0 hence we have the exact result 

                     ⟨𝑚𝑆, 𝑚𝐼|𝑒
−𝑖ℋ𝑒𝑓𝑓𝑇𝑅|𝑚𝑆′, 𝑚𝐼′⟩ = 0 if 𝑚𝐼 ≠ 𝑚𝐼’.            [A3.10]

                

Therefore, ℋ𝑒𝑓𝑓 cannot contain 𝐵𝑠𝐼𝑋 or  𝐶𝑠𝐼𝑌 terms since presence of such terms would violate 

Eq. [A3.10]. Hence, ℋ𝑒𝑓𝑓= ℋ𝑒𝑓𝑓
𝑠 + 𝐴𝑠𝐼𝑍. Numerical simulations are in agreement with this 

result (simulations show erratic  𝐵𝑠𝐼𝑋 and  𝐶𝑠𝐼𝑌 terms of the order of 10-15, obviously due to 

numerical computation errors).  

A3.3: Coherence types produced by TRAPDOR irradiation 
 

 Figure A3.1 illustrates the theoretical statement in the Chapter 3, according to 

which, starting form 𝜌(0) = 𝐼𝑋, the only coherences produced at the end of first TRAPDOR 

block are heteronuclear coherences involving 𝐼𝑋 and 𝐼𝑌. 
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Figure A3.1 Variation, with 𝛾 angle, of the amplitude of several coherences at the end of first 

TRAPDOR block with 𝜌(0) = 𝐼𝑋 corresponding to (a) pure S terms, (b) heteronuclear terms with 𝐼𝑍, 

(c) heteronuclear terms with 𝐼𝑋, and (d) heteronuclear terms with 𝐼𝑌. Numerical simulations are 

performed with 𝛽 = 50𝑜, 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 90 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧, and 𝜈𝑅 =

60 𝑘𝐻𝑧. Duration of TRAPDOR irradiation is 100𝑇𝑅 (~1.67 ms.). All the terms in Eq. [A3.1] are 

considered. 

A3.4: Matrix Representation of Operators 

 

Here, the Zeeman states of spin S are labelled as |1⟩ = |3/2⟩, |2⟩ = |1/2⟩, |3⟩ =

| − 1/2⟩, and |4⟩ = | − 3/2⟩. Subsequently, ℋ𝑒𝑓𝑓, ℋ𝑒𝑓𝑓
𝑆 , and 𝐴𝑆𝐼𝑍 are expanded into an 

operator basis (8× 8 matrices) containing products of Cartesian I-spin operators 𝐼𝑋 ,  𝐼𝑌,  𝐼𝑍 and 

fictitious spin-1/2 operators[52] for spin S (𝑆𝛼
𝑖𝑗

 with 𝛼 = 𝑋, 𝑌, 𝑍 and 𝑖, 𝑗 = 1,2,3,4). 𝑆𝛼
12 𝑎𝑛𝑑 𝑆𝛼

34 

are satellite-transition single-quantum operators, 𝑆𝛼
23  are central-transition single-quantum 

operators, 𝑆𝛼
13 𝑎𝑛𝑑 𝑆𝛼

24 are satellite-transition double-quantum operators, and 𝑆𝛼
14  are triple-

quantum operators. For example, ℋ𝑒𝑓𝑓
𝑆  may contain 𝑆𝑋

12 = 𝟏𝐼[|1⟩⟨2| + |2⟩⟨1|]/2, where 𝟏𝐼is 

the I-spin unit operator; and 𝐴𝑆𝐼𝑍 may contain heteronuclear terms such as 𝑆𝑋
23𝐼𝑧. The 

corresponding matrix representations are given below. 
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𝐼𝑋 =
1

2

[
 
 
 
 
 
 
0 
1 
0 
0 
 0 
 0 
 0 
0

 

1 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
1 
 0 
 0 
 0 
0

 

0 
0 
1 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 1 
 0 
0

 

0 
0 
0 
0 
 1 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
1

 

0 
0 
0 
0 
 0 
 0 
 1 
0

 

]
 
 
 
 
 
 

, 𝐼𝑌 =
1

2

[
 
 
 
 
 
 
0 
𝑖 
0 
0 
 0 
 0 
 0 
0

 

−𝑖 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
𝑖 
 0 
 0 
 0 
0

 

0 
0 
−𝑖 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 𝑖 
 0 
0

 

0 
0 
0 
0 
−𝑖 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
𝑖

 

0 
0 
0 
0 
 0 
 0 
−𝑖 
0

 

]
 
 
 
 
 
 

 

 

𝐼𝑍 =
1

2

[
 
 
 
 
 
 
1 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
−1 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
1 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
−1 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 1 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
−1 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 1 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
−1

 

]
 
 
 
 
 
 

, 𝑆𝑋
23 =

1

2

[
 
 
 
 
 
 
0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 1 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 1 
 0 
0

 

0 
0 
1 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
1 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

]
 
 
 
 
 
 

, 

 

𝑆𝑌
23 =

1

2

[
 
 
 
 
 
 
0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 𝑖 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 𝑖 
 0 
0

 

0 
0 
−𝑖 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
−𝑖 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

]
 
 
 
 
 
 

, 𝑆𝑍
23 =

1

2

[
 
 
 
 
 
 
0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
1 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
1 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
−1 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
−1 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

]
 
 
 
 
 
 

, 

𝑆𝑋
12 =

1

2

[
 
 
 
 
 
 
0 
0 
1 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
1 
 0 
 0 
 0 
0

 

1 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
1 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

]
 
 
 
 
 
 

, 𝑆𝑌
12 =

1

2

[
 
 
 
 
 
 
0 
0 
𝑖 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
𝑖 
 0 
 0 
 0 
0

 

−𝑖 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
−𝑖 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

]
 
 
 
 
 
 

, 

 

𝑆𝑋
13 =

1

2

[
 
 
 
 
 
 
0 
0 
0 
0 
 1 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 1 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

1 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
1 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

]
 
 
 
 
 
 

, 𝑆𝑌
13 =

1

2

[
 
 
 
 
 
 
0 
0 
0 
0 
 𝑖 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 𝑖 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

−𝑖 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
−𝑖 
0 
0 
 0 
0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

]
 
 
 
 
 
 

, 
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𝑆𝑍
14 =

1

2

[
 
 
 
 
 
 
1 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
1 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
0 
0 
0 
 0 
 0 
 0 
0

 

0 
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It can easily be verified that 𝑆𝑋 = 2𝑆𝑋
23 + √3(𝑆𝑋

12 + 𝑆𝑋
34), 𝑆𝑍 = 3𝑆𝑍

14 + 𝑆𝑍
23 and so on. 

 

A3.5: Comparison of two truncation procedures 
 

Comparison between amplitudes calculated with (A) 𝐴𝑆
′ 𝐼𝑍 = ∑ |�̃�⟩⟨�̃�|⟨�̃�|𝐴𝑆|�̃�⟩𝑚 𝐼𝑍, where 

|�̃�⟩ denote the eigenstates of ℋ𝑒𝑓𝑓
𝑆 , and (B) calculated with 𝐴𝑆

′ 𝐼𝑍 = ℋ𝑒𝑓𝑓
𝑆 𝐼𝑍𝑡𝑟{𝐴𝑆𝐼𝑍ℋ𝑒𝑓𝑓

𝑆 𝐼𝑍}/

𝑡𝑟 {(ℋ𝑒𝑓𝑓
𝑆 𝐼𝑍)

2
} which corresponds to the approach in Ref. [21]. Black curves correspond to 

simulations without any truncation approximation. Three 𝛽 angles were chosen to illustrate 

various possibilities: full agreement between (A) and (B), partial agreement, and full 

disagreement.  

 

 

 

 

 

 

 

 

 

 

 

Figure A3.2 Variation of the amplitude of several coherences at the end of first TRAPDOR block with 

𝛾 angle. The calculations are performed without truncation (black), truncation approximation based 

on Eq. [3.4] and [3.5] (red dash), and truncation approximation utilized in Ref. [21] (blue). Numerical 

simulations are performed with 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧, and 𝜈𝑅 =

60 𝑘𝐻𝑧. Duration of TRAPDOR irradiation is 100𝑇𝑅 (~1.67 ms). The 𝛽 angle is indicated in each plot. 
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A3.6: Sign (phase) of the signal 
 

 

 

 

 

 

 

Figure A3.3 Top: T-HMQC experiment (𝑡1 = 0): dependence on 𝛽 and 𝛾 of I-spin signal, 𝐴𝑘
𝐼 , 

corresponding to coherence 𝑆𝑋
12𝐼𝑌 produced by first TRAPDOR block. For better visibility −𝐴𝑘

𝐼  is 

displayed. Bottom: dependence on 𝛽 and 𝛾 of I-spin signal, 𝐴𝑘
𝐼 , corresponding to coherence 𝑆𝑋

12𝐼𝑋 

produced by the first TRAPDOR block. Other parameters used are, 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 =

100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧, and 𝜈𝑅 = 60 𝑘𝐻𝑧. Duration of excitation and reconversion TRAPDOR 

blocks is 100𝑇𝑅. No I-spin 𝜋 pulse is applied between the two blocks. 

 

 

 

 

 

 

 

Figure A3.4 Top: T-HMQC experiment (𝑡1 = 0): dependence on 𝛽 and 𝛾 of I-spin signal, 𝐴𝑘
𝐼 , 

corresponding to coherence 𝑆𝑋
23𝐼𝑌 produced by first TRAPDOR block. For better visibility −𝐴𝑘

𝐼  is 

displayed. Bottom: dependence on 𝛽 and 𝛾 of I-spin signal, 𝐴𝑘
𝐼 , corresponding to coherence 𝑆𝑋

23𝐼𝑋 

produced by the first TRAPDOR block. Other parameters used are, 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 =

100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧, and 𝜈𝑅 = 60 𝑘𝐻𝑧. Duration of excitation and reconversion TRAPDOR 

blocks is 100𝑇𝑅. No I-spin 𝜋 pulse is applied between the two blocks. 
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A3.7: Evolution with four level crossings per rotor period 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure A3.5 Creation of heteronuclear coherences at beginning (0 − 3𝑇𝑅) of TRAPDOR irradiation. 

(a) Eigenvalues of the S-spin part of the Hamiltonian in Eq. [3.1] over the same time period. (b-d) Time 

evolution of the amplitudes of various coherences. The parameters employed for simulation are: 𝐶𝑄 =

2 𝑀𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝛽 = 80°, 𝛾 = 0°. 
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Figure A3.6 Heteronuclear coherences towards the end (90 − 93𝑇𝑅) of TRAPDOR irradiation. (a) 

Eigenvalues of the S-spin part of the Hamiltonian in Eq. [3.1] over the same time period. (b-d) Evolution 

of amplitudes of various coherences. The parameters employed for simulation are: 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝛥𝜈𝑆 =

10 𝑘𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧, 𝛽 = 80°, 𝛾 = 0°. 
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Figure A3.7 Expansion of Figure A3.6 showing evolution over one rotor period. 
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A3.8: Conditions for neglecting the satellite-transition RF terms 
 

Spin evolution performed with ℋ = Δ𝜔𝑆𝑆𝑍+𝜔1𝑆𝑆𝑋 + �̅�𝑄[3𝑆𝑍
2 − 𝑆(𝑆 + 1)] versus ℋ =

ℋ23 +ℋ14 where ℋ23 = Δ𝜔𝑆𝑆𝑍
23+𝟐𝜔1𝑆𝑆𝑋

23 − 3�̅�𝑄𝟏𝑆
23 and ℋ14 = 3Δ𝜔𝑆𝑆𝑍

14 + 3�̅�𝑄𝟏𝑆
14 

(Eq. [3.24] and Eq.  [3.25,3.26]). Figures A3.8- A3.10 correspond to three different values of 

�̅�𝑄 (�̅�𝑄 = �̅�𝑄/2𝜋), �̅�𝑄 = 50, 100, 150 kHz. The 50, 100, and 150 kHz values were chosen 

based on inspection of Figure 3.6a.  Initial condition is 𝜌(0) = 𝑆𝑋
12.  

 

 

 

 

 

 

 

 

 

Figure A3.8 Simulations based on Eq. [3.24] (black) and Eq. [3.25,3.26] (red). The parameters are 

�̅�𝑄 = 50 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧. Initial condition is 𝜌(0) = 𝑆𝑋
12. 

It is clear that with �̅�𝑄 = 50 kHz and 𝜈1𝑆 = 100 kHz neglection of satellite-transition RF terms 

is a poor approximation. Still, even without neglecting the satellite-transition RF terms, 

approximate 𝑆𝑋
12 ↔ 𝑆𝑌

12 quadrature and single- to double-quantum coherence interconversions 

can be suspected. 
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Figure A3.9 Simulations based on Eq. [3.24] (black) and Eq. [3.25,3.26] (red). The parameters are 

�̅�𝑄 = 100 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧. Initial condition is 𝜌(0) = 𝑆𝑋
12. 

With �̅�𝑄 = 100 kHz and 𝜈1𝑆 = 100 kHz neglection of satellite-transition RF terms is 

reasonable, except for some of the coherences which vanish within the approximation. From 

Figure A3.9 interconversion between single-quantum (𝑆𝑋
12, 𝑆𝑌

12) and double-quantum (𝑆𝑋
13, 𝑆𝑌

13) 

satellite-transition coherences is fairly visible around 2.5, 5, 7.5 𝜇𝑠. Quadrature between 

𝑆𝑋
12and 𝑆𝑌

12 is observed. Although less evident from Figure S9, quadrature between 𝑆𝑋
13and 𝑆𝑌

13 

also holds. 
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Figure A3.10 Simulations based on Eq. [3.24] (black) and Eq. [3.25,3.26] (red). The parameters are 

�̅�𝑄 = 150 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧. Initial condition is 𝜌(0) = 𝑆𝑋
12. 

With �̅�𝑄 = 150 kHz and 𝜈1𝑆 = 100 kHz neglection of satellite-transition RF terms is 

reasonable for all coherences. From Figure A3.10 interconversion between single-quantum 

(𝑆𝑋
12, 𝑆𝑌

12) and double-quantum (𝑆𝑋
13, 𝑆𝑌

13) satellite-transition coherences is clearly visible 

around 2.5, 5, 7.5 𝜇𝑠. Quadrature between 𝑆𝑋
12and 𝑆𝑌

12 is observed. Although less evident from 

Figure A3.10, quadrature between 𝑆𝑋
13and 𝑆𝑌

13 also holds. 

 

In the figure below spin dynamics starting from the central-transition initial condition, 𝜌(0) =

𝑆𝑋
23, is shown for �̅�𝑄 = 150 kHz.   
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Figure A3.11 Simulations based on Eq. [3.24] (black) and Eq. [3.25,3.26] (red).  The parameters are 

�̅�𝑄 = 150 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧. Initial condition is 𝜌(0) = 𝑆𝑋
23. 

In the figure below spin dynamics starting from the central-transition initial condition, 𝜌(0) =

𝑆𝑌
23, is shown for �̅�𝑄 = 150 kHz.  

 

 

 

 

 

 

 

 

 

 

Figure A3.12 Simulations based on Eq. [3.24] (black) and Eq. [3.25,3.26] (red).  The parameters are 

�̅�𝑄 = 150 𝑘𝐻𝑧, 𝜈1𝑆 = 100 𝑘𝐻𝑧, 𝛥𝜈𝑆 = 10 𝑘𝐻𝑧. Initial condition is 𝜌(0) = 𝑆𝑌
23. 
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A3.9: Evolution of coherences in time intervals between 

consecutive crossings 
 

Consider the evolution in time intervals between crossings. For the small dipolar 

coupling considered here we neglect, for the time being, the effect of the dipolar coupling. 

Also, for simplicity, we neglect ℋ𝑄
(2)

 (which is similar to an offset) and, dropping dependence 

on orientation in the notation, the Hamiltonian is:  

ℋ(𝑡) = Δ𝜔𝑆𝑆𝑍+𝜔1𝑆𝑆𝑋 + 𝜔𝑄(𝑡)[3𝑆𝑍
2 − 𝑆(𝑆 + 1)].                               [A3.11]                       

Between crossings, eigenvectors of ℋ(𝑡) don’t change significantly and this allows us to 

describe the time evolution via the time-independent Hamiltonian: 

ℋ = Δ𝜔𝑆𝑆𝑍+𝜔1𝑆𝑆𝑋 + �̅�𝑄[3𝑆𝑍
2 − 𝑆(𝑆 + 1)],                   [A3.12]

               

where �̅�𝑄 =
∫ 𝜔𝑄(𝑡)ⅆ𝑡
𝑡𝑘+1
𝑡𝑘

𝑡𝑘+1−𝑡𝑘
,and 𝑡𝑘 and 𝑡𝑘+1 are times of two consecutive crossings. For Δ𝜔𝑆 <

𝜔1𝑆 < �̅�𝑄 (read the sign  < as ‘considerably smaller/larger than’) it is allowed to neglect the 

satellite-transition RF terms, 𝑆𝑋
12 and 𝑆𝑋

34. The Hamiltonian is then approximately the sum of 

two commuting terms 

             ℋ ≅  ℋ23 +ℋ14,                                                    [A3.13] 

where 

          ℋ23 = 𝛥𝜔𝑆𝑆𝑍
23+2𝜔1𝑆𝑆𝑋

23 − 3�̅�𝑄𝟏𝑆
23,  ℋ14 = 3𝛥𝜔𝑆𝑆𝑍

14 + 3�̅�𝑄𝟏𝑆
14.                             [A3.14] 

Using  

        𝜔𝑒𝑓𝑓 = √𝛥𝜔𝑆
2 + 4𝜔1𝑆

2 ; 𝑐𝑜𝑠𝜙 = 𝛥𝜔𝑆/𝜔𝑒𝑓𝑓 and 𝑠𝑖𝑛𝜙 = 2𝜔1𝑆/𝜔𝑒𝑓𝑓,                       [A3.15] 

 ℋ23 can be written as   

ℋ23 = 𝜔𝑒𝑓𝑓[𝑐𝑜𝑠𝜙𝑆𝑍
23 + 𝑠𝑖𝑛𝜙𝑆𝑋

23] − 3�̅�𝑄𝟏𝑆
23. 

Using the rotation operator for a spin-1/2 system[158]  

exp(𝑖𝜙𝒏 ∙ 𝑰 ) = cos
𝜙

2
+ 2𝑖 𝒏 ∙ 𝑰 sin

𝜙

2
, 
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where the angle of rotation is 𝜙 around the axis given by unit vector 𝒏, the propagator for the 

2-3 subspace becomes 

       𝑈23(𝑡, 0) = {𝑐𝑜𝑠
𝜔𝑒𝑓𝑓𝑡

2
𝟏𝑆
23 − 2𝑖 𝑠𝑖𝑛

𝜔𝑒𝑓𝑓𝑡

2
[𝑆𝑧
23 𝑐𝑜𝑠 𝜙 + 𝑆𝑥

23 𝑠𝑖𝑛 𝜙]} 𝑒𝑖3�̅�𝑄𝑡.            [A3.16] 

Action of this propagator on state |2 ⟩ gives   

    𝑈23|2 ⟩ = {𝑐𝑜𝑠
𝜔𝑒𝑓𝑓𝑡

2
|2 ⟩ − 𝑖 𝑠𝑖𝑛

𝜔𝑒𝑓𝑓𝑡

2
𝑐𝑜𝑠 𝜙 |2 ⟩ − 𝑖 𝑠𝑖𝑛

𝜔𝑒𝑓𝑓𝑡

2
𝑠𝑖𝑛 𝜙 |3 ⟩} 𝑒𝑖3�̅�𝑄𝑡.     [A3.17]               

Similar expressions can be obtained for  𝑈23|3 ⟩, ⟨2|𝑈23
†
, ⟨3|𝑈23

†
 such that time-evolution 

of coherences involving states 2 and/or 3 can be evaluated. Since ℋ14 is diagonal, we have 

                         𝑈14(𝑡, 0) = 𝑒−𝑖(3�̅�𝑄+
3

2
𝛥𝜔𝑆)𝑡|1 ⟩⟨1| + 𝑒−𝑖(3�̅�𝑄−

3

2
𝛥𝜔𝑆)𝑡|4 ⟩⟨4|.                    [A3.18] 

We consider the evolution of coherences in time intervals between consecutive level 

crossings where, after the first crossing, heteronuclear coherences are already present. For a 

starting coherence 

                                                 𝜌(0) = 𝑆𝑋
23𝐼𝑌 =

|2⟩⟨3|+|3⟩⟨2|

2
𝐼𝑌                               [A3.19] 

the state of the system at time 𝑡 is  

                                               𝜌(𝑡) = 𝑈23(𝑡, 0)𝜌(0)𝑈23
†
(𝑡, 0).                    [A3.20] 

Using Eq. [A3.16, A3.19, A3.20] we obtain 

𝑆𝑋
23𝐼𝑌 → [𝑐𝑜𝑠

2(𝜔𝑒𝑓𝑓𝑡/2) − 𝑠𝑖𝑛
2(𝜔𝑒𝑓𝑓𝑡/2)𝑐𝑜𝑠2𝜙]𝑆𝑋

23𝐼𝑌 + [𝑠𝑖𝑛(𝜔𝑒𝑓𝑓𝑡) 𝑐𝑜𝑠𝜙]𝑆𝑌
23𝐼𝑌 +

[𝑠𝑖𝑛2(𝜔𝑒𝑓𝑓𝑡/2)𝑠𝑖𝑛2𝜙]𝑆𝑍
23𝐼𝑌.                                  [A3.21a]  

Similarly for initial 𝑆𝑌
23𝐼𝑌  and 𝑆𝑍

23𝐼𝑌 coherences we obtain 

𝑆𝑌
23𝐼𝑌 → [𝑐𝑜𝑠(𝜔𝑒𝑓𝑓𝑡)]𝑆𝑌

23𝐼𝑌 − [𝑠𝑖𝑛(𝜔𝑒𝑓𝑓𝑡) 𝑐𝑜𝑠𝜙]𝑆𝑋
23𝐼𝑌 + [𝑠𝑖𝑛(𝜔𝑒𝑓𝑓𝑡) 𝑠𝑖𝑛𝜙]𝑆𝑍

23𝐼𝑌, 

[A3.21b] 

𝑆𝑍
23𝐼𝑌 → [cos

2(𝜔𝑒𝑓𝑓𝑡/2) + sin
2(𝜔𝑒𝑓𝑓𝑡/2)𝑐𝑜𝑠2𝜙]𝑆𝑍

23𝐼𝑌 + [sin
2(𝜔𝑒𝑓𝑓𝑡/2)𝑠𝑖𝑛2𝜙]𝑆𝑋

23𝐼𝑌 

 −[sin(𝜔𝑒𝑓𝑓𝑡) 𝑠𝑖𝑛𝜙]𝑆𝑌
23𝐼𝑌.                                                                                       [A3.21c] 

On the other hand, for initial heteronuclear coherences containing satellite transition 

terms, the time evolution has to be calculated by using both  𝑈23(𝑡, 0) and  𝑈14(𝑡, 0). For 

example, with 
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                                   𝜌(0) = 𝑆𝑋
12𝐼𝑌 =

|1⟩⟨2|+|2⟩⟨1|

2
𝐼𝑌,                                 [A3.22] 

the state of the system at time 𝑡 is 

𝜌(𝑡) = 𝑈(𝑡, 0)𝜌(0)𝑈†(𝑡, 0) =
1

2
𝐼𝑌( 𝑈14|1 ⟩⟨2|𝑈23

†
+  𝑈23|2 ⟩⟨1|𝑈14

†
).                   [A3.23]  

Using Eq. [A3.16, A3.18] yields  

𝑆𝑋
12𝐼𝑌 → [𝑐𝑜𝑠 (6�̅�𝑄𝑡 +

3

2
𝛥𝑆𝑡) 𝑐𝑜𝑠 (

𝜔𝑒𝑓𝑓𝑡

2
) + 𝑠𝑖𝑛 (6�̅�𝑄𝑡 +

3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
)𝑐𝑜𝑠𝜙] 𝑆𝑋

12𝐼𝑌 

− [𝑐𝑜𝑠 (6�̅�𝑄𝑡 +
3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑐𝑜𝑠𝜙 − 𝑠𝑖𝑛 (6�̅�𝑄𝑡 +

3

2
𝛥𝑆𝑡) 𝑐𝑜𝑠(

𝜔𝑒𝑓𝑓𝑡

2
)] 𝑆𝑌

12𝐼𝑌 

+[𝑠𝑖𝑛 (6�̅�𝑄𝑡 +
3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑠𝑖𝑛𝜙] 𝑆𝑋

13𝐼𝑌 

−[𝑐𝑜𝑠 (6�̅�𝑄𝑡 +
3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑠𝑖𝑛𝜙] 𝑆𝑌

13𝐼𝑌.                                                                [A3.24a]                                                               

Proceeding in the same way we obtain that, starting from 𝑆𝑌
12𝐼𝑌, 

𝑆𝑌
12𝐼𝑌 → [𝑐𝑜𝑠 (6�̅�𝑄𝑡 +

3

2
𝛥𝑆𝑡) 𝑐𝑜𝑠 (

𝜔𝑒𝑓𝑓𝑡

2
) + sin (6�̅�𝑄𝑡 +

3

2
𝛥𝑆𝑡) sin (

𝜔𝑒𝑓𝑓𝑡

2
)𝑐𝑜𝑠𝜙] 𝑆𝑌

12𝐼𝑌 

+[𝑐𝑜𝑠 (6�̅�𝑄𝑡 +
3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑠𝑖𝑛𝜙] 𝑆𝑋

13𝐼𝑌 

+[𝑐𝑜𝑠 (6�̅�𝑄𝑡 +
3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑐𝑜𝑠𝜙 − 𝑠𝑖𝑛 (6�̅�𝑄𝑡 +

3

2
𝛥𝑆𝑡) 𝑐𝑜𝑠 (

𝜔𝑒𝑓𝑓𝑡

2
)] 𝑆𝑋

12𝐼𝑌 

+[𝑠𝑖𝑛 (6�̅�𝑄𝑡 +
3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑠𝑖𝑛𝜙] 𝑆𝑌

13𝐼𝑌.                              [A3.24b] 

For initial heteronuclear coherences involving S-spin double-quantum terms we obtain 

𝑆𝑋
13𝐼𝑌 → [𝑐𝑜𝑠 (6�̅�𝑄𝑡 +

3

2
Δ𝑆𝑡) cos (

𝜔𝑒𝑓𝑓𝑡

2
) − sin (6�̅�𝑄𝑡 +

3

2
Δ𝑆𝑡) sin (

𝜔𝑒𝑓𝑓𝑡

2
)𝑐𝑜𝑠𝜙] 𝑆𝑋

13𝐼𝑌 

+[𝑠𝑖𝑛 (6�̅�𝑄𝑡 +
3

2
Δ𝑆𝑡) cos (

𝜔𝑒𝑓𝑓𝑡

2
) + cos (6�̅�𝑄𝑡 +

3

2
Δ𝑆𝑡) sin (

𝜔𝑒𝑓𝑓𝑡

2
)𝑐𝑜𝑠𝜙] 𝑆𝑌

13𝐼𝑌 

+[𝑠𝑖𝑛 (6�̅�𝑄𝑡 +
3

2
Δ𝑆𝑡) sin (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑠𝑖𝑛𝜙] 𝑆𝑋

12𝐼𝑌 

−[𝑐𝑜𝑠 (6�̅�𝑄𝑡 +
3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑠𝑖𝑛𝜙] 𝑆𝑌

12𝐼𝑌,                       [A3.25a] 
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𝑆𝑌
13𝐼𝑌 → [𝑐𝑜𝑠 (6�̅�𝑄𝑡 +

3

2
𝛥𝑆𝑡) 𝑐𝑜𝑠 (

𝜔𝑒𝑓𝑓𝑡

2
) − 𝑠𝑖𝑛 (6�̅�𝑄𝑡 +

3

2
𝛥𝑆𝑡) sin (

𝜔𝑒𝑓𝑓𝑡

2
)𝑐𝑜𝑠𝜙] 𝑆𝑌

13𝐼𝑌 

+[𝑐𝑜𝑠 (6�̅�𝑄𝑡 +
3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑠𝑖𝑛𝜙] 𝑆𝑋

12𝐼𝑌 

−[𝑠𝑖𝑛 (6�̅�𝑄𝑡 +
3

2
𝛥𝑆𝑡) 𝑐𝑜𝑠 (

𝜔𝑒𝑓𝑓𝑡

2
) + 𝑐𝑜𝑠 (6�̅�𝑄𝑡 +

3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
)𝑐𝑜𝑠𝜙] 𝑆𝑋

13𝐼𝑌   

+[𝑠𝑖𝑛 (6�̅�𝑄𝑡 +
3

2
𝛥𝑆𝑡) 𝑠𝑖𝑛 (

𝜔𝑒𝑓𝑓𝑡

2
) 𝑠𝑖𝑛𝜙] 𝑆𝑌

12𝐼𝑌.                        [A3.25b] 

Finally, for initial heteronuclear coherences involving S-spin triple-quantum terms we obtain 

𝑆𝑋
14𝐼𝑌 → 𝑐𝑜𝑠(3𝛥𝑆𝑡)𝑆𝑋

14𝐼𝑌 + 𝑠𝑖𝑛(3𝛥𝑆𝑡)𝑆𝑌
14𝐼𝑌,                               [A3.26a] 

𝑆𝑌
14𝐼𝑌 → 𝑐𝑜𝑠(3𝛥𝑆𝑡)𝑆𝑌

14𝐼𝑌 − 𝑠𝑖𝑛(3𝛥𝑆𝑡)𝑆𝑋
14𝐼𝑌.                       [A3.26b] 

 

A3.10: Evolution of coherences in time intervals between 

consecutive crossings: effect of the dipolar interaction 
 

Introducing the dipolar interaction averaged over the time from zero to the first level crossing, 

the Hamiltonian is:  

                   ℋ = Δ𝜔𝑆𝑆𝑍+𝜔1𝑆𝑆𝑋 + �̅�𝑄[3𝑆𝑍
2 − 𝑆(𝑆 + 1)] + �̅�2𝐼𝑍𝑆𝑍                        [A3.27a] 

where 𝑆𝑍 = 3𝑆𝑍
14 + 𝑆𝑍

23, 𝑆𝑋 = 2𝑆𝑋
23 + √3(𝑆𝑋

12 + 𝑆𝑋
34),   [3𝑆𝑍

2 − 𝑆(𝑆 + 1)] = 3(𝟏𝑆
14 − 𝟏𝑆

23), 

�̅�𝑄 =
∫ 𝜔𝑄(𝑡)ⅆ𝑡
𝑡𝑘+1
𝑡𝑘

𝑡𝑘+1−𝑡𝑘
, �̅� =

∫ ⅆ(𝑡)ⅆ𝑡
𝑡𝑘+1
𝑡𝑘

𝑡𝑘+1−𝑡𝑘
,             [A3.27b] 

and 𝑡𝑘 and 𝑡𝑘+1 are times of two consecutive crossings. For Δ𝜔𝑆 < 𝜔1𝑆 < �̅�𝑄 it is allowed to 

neglect the satellite-transition RF terms, 𝑆𝑋
12 and 𝑆𝑋

34. The Hamiltonian is then approximately 

the sum of two commuting terms: 

                                                     ℋ ≅  ℋ23 +ℋ14.               [A3.28a]         

          

First consider the Hamiltonian in the 2-3 subspace 

                          ℋ23 = Δ𝜔𝑆𝑆𝑍
23+2𝜔1𝑆𝑆𝑋

23 − 3�̅�𝑄𝟏𝑆
23 + �̅�2𝐼𝑍𝑆𝑍

23.                [A3.28b] 
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With an initial density operator 𝜌(0) = 𝐼𝑋 = (𝟏𝑆
14 + 𝟏𝑆

23)𝐼𝑋 = 𝜌
14(0) + 𝜌23(0), the state of 

the system in the 2-3 subspace before the first level crossing is 

        𝜌23(𝑡) = 𝑈23(𝑡, 0)𝜌23(0)𝑈23
†
(𝑡, 0) = exp(−𝑖ℋ23𝑡) 𝐼𝑋 exp(+𝑖ℋ

23𝑡),        [A3.29a]

                       

or, since  ℋ23 is diagonal with respect to the Zeeman states of the I spin, 

          𝜌23(𝑡) =
1

2
exp{−𝑖ℋ+𝑡} exp{+𝑖ℋ−𝑡}𝐼+ +

1

2
exp{−𝑖ℋ−𝑡} exp{+𝑖ℋ+𝑡}𝐼−,          [A3.29b] 

where ℋ+ = Δ𝜔𝑆𝑆𝑍
23+2𝜔1𝑆𝑆𝑋

23 + �̅�𝑆𝑍
23and ℋ− = Δ𝜔𝑆𝑆𝑍

23+2𝜔1𝑆𝑆𝑋
23 − �̅�𝑆𝑍

23.     [A3.29c] 

Evaluation of the exponentials proceeds in the same way as with Eq. [A3.14, A3.16] and after 

some straightforward algebra the final result is  

𝜌23 (𝑡) = [cos (
𝜔+𝑡

2
) cos (

𝜔−𝑡

2
) + sin (

𝜔+𝑡

2
) sin (

𝜔−𝑡

2
) cos(𝜙+ − 𝜙−)] 𝟏𝑆

23𝐼𝑋 +

[cos𝜙+ sin (
𝜔+𝑡

2
) cos (

𝜔−𝑡

2
) − cos𝜙− cos (

𝜔+𝑡

2
) sin (

𝜔−𝑡

2
)] 2𝑆𝑍

23𝐼𝑌 +

[sin𝜙+ sin (
𝜔+𝑡

2
) cos (

𝜔−𝑡

2
) − sin𝜙− cos (

𝜔+𝑡

2
) sin (

𝜔−𝑡

2
)] 2𝑆𝑋

23𝐼𝑌 +

[sin (
𝜔+𝑡

2
) sin (

𝜔−𝑡

2
) sin(𝜙+ − 𝜙−)] 2𝑆𝑌

23𝐼𝑌,                                                                        [A3.30a] 

where 

 𝜔± = √(Δ𝜔𝑆 ± �̅�)
2
+ 4𝜔1𝑆

2 , cos 𝜙± = (Δ𝜔𝑆 ± �̅�)/𝜔±, sin 𝜙± = 2𝜔1𝑆/𝜔±.                [A3.30b]   

Turning our attention to the 1-4 subspace the corresponding propagator is 

             𝑈14(𝑡, 0) = 𝑒−𝑖(3�̅�𝑄+
3

2
𝛥𝜔𝑆+

3

2
ⅆ̅2𝐼𝑍)𝑡|1 ⟩⟨1| + 𝑒−𝑖(3�̅�𝑄−

3

2
𝛥𝜔𝑆−

3

2
ⅆ̅2𝐼𝑍)𝑡|4 ⟩⟨4|.        [A3.31] 

 

With an initial density operator 𝜌14(0) = 𝟏𝑆
14𝐼𝑋 =

|𝛼⟩⟨𝛽|+|𝛽⟩⟨𝛼|

2
  we have after simple algebra 

𝜌14(𝑡) = 𝑈14(𝑡, 0)𝟏𝑆
14𝐼𝑋𝑈

14†(𝑡, 0) = 𝑐𝑜𝑠(3�̅�𝑡)𝟏𝑆
14 𝐼𝑋 + sin(3�̅�𝑡) 2𝑆𝑍

14𝐼𝑌         [A3.32] 

Adding the results for the 1-4 and 2-3 subspaces we finally obtain 

 



155 

 

ρ(𝑡) = cos 3�̅�𝑡 𝟏𝑆
14𝐼𝑋 + sin 3�̅�𝑡 2𝑆𝑍

14𝐼𝑌 + [cos (
𝜔+𝑡

2
) cos (

𝜔−𝑡

2
) +

sin (
𝜔+𝑡

2
) sin (

𝜔−𝑡

2
) cos(𝜙+ − 𝜙−)] 𝟏𝑆

23𝐼𝑋 + [cos𝜙+ sin (
𝜔+𝑡

2
) cos (

𝜔−𝑡

2
) −

cos𝜙− cos (
𝜔+𝑡

2
) sin (

𝜔−𝑡

2
)] 2𝑆𝑍

23𝐼𝑌 + [sin𝜙+ sin (
𝜔+𝑡

2
) cos (

𝜔−𝑡

2
) −

sin𝜙− cos (
𝜔+𝑡

2
) sin (

𝜔−𝑡

2
)] 2𝑆𝑋

23𝐼𝑌 + [sin (
𝜔+𝑡

2
) sin (

𝜔−𝑡

2
) sin(𝜙+ − 𝜙−)] 2𝑆𝑌

23𝐼𝑌       [A3.33] 

 

A3.11: Absence of coherence 𝑺𝑿
𝟐𝟑𝑰𝒀 at zero offset 

 

The time-dependent Hamiltonian of Eq. [3.1], with offset and second order quadrupolar 

interaction set to zero is invariant under rotation with 𝑅 = exp[−𝑖𝜋(𝐼𝑋 + 𝑆𝑋)]: 

𝑅ℋ(𝑡)𝑅† = ℋ(𝑡). 

As this holds at any time also the propagator is invariant 

                                                          𝑅𝑈(𝑡, 0)𝑅† = 𝑈(𝑡, 0).                                           [A3.34] 

We now suppose that there exists a nonzero 𝑆𝑋
23𝐼𝑌 term in the density operator at time t, 

                                                   𝜌(𝑡) = 𝑈(𝑡, 0)𝐼𝑋𝑈(𝑡, 0)
† = 𝑎𝑆𝑋

23𝐼𝑌 + 𝑟,                     [A3.35] 

where 𝑟 represents all other terms in 𝜌(𝑡). Taking into account Eq. [A3.34] and applying the 

rotation to left and right members of Eq. [A3.35] we obtain 

                     𝑅𝑈(𝑡, 0)𝐼𝑋𝑈(𝑡, 0)
†𝑅† = 𝑈(𝑡, 0)𝐼𝑋𝑈(𝑡, 0)

† = −𝑎𝑆𝑋
23𝐼𝑌 + 𝑅𝑟𝑅

†.            [A3.36] 

As 𝑅𝑟𝑅† cannot contain any 𝑆𝑋
23𝐼𝑌 contribution, by comparing Eq. [A3.35] and Eq. [A3.36] it 

follows that 𝑎 = −𝑎, hence 𝑎 = 0. 

 This line of proof cannot be used in case the offset and/or second order quadrupolar 

interaction is taken into account since then 𝑅ℋ(𝑡)𝑅† ≠ ℋ(𝑡). Therefore, presence of 𝑆𝑋
23𝐼𝑌 

cannot be ruled out.  
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A3.12: Evolution of coherences and impact of S-spin Offset 
 

Figure A3.13 Amplitudes of several heteronuclear coherences during a period 400𝑇𝑅 of TRAPDOR 

irradiation with (a-e)  𝛥𝜈𝑆 = 0 𝑘𝐻𝑧 and (f-j) 𝛥𝜈𝑆 = 1 𝑘𝐻𝑧. Other parameters employed are: 𝐶𝑄 =

2 𝑀𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 95 𝑘𝐻𝑧, 𝜈𝑅 = 60 𝑘𝐻𝑧,  𝛽 = 55°,  and  𝛾 = 0°. Second order quadrupolar 

interaction was set to zero. Figure A3.13 is the same as Figure 3.10.  

 

 

Figure A3.14 Offset dependence. Amplitudes of several heteronuclear coherences during a period 

400𝑇𝑅 of TRAPDOR irradiation and (a-e) 𝛥𝜈𝑆 = 1 𝑘𝐻𝑧, (f-j)  𝛥𝜈𝑆 = 2 𝑘𝐻𝑧, and (k-o) 𝛥𝜈𝑆 = 4 𝑘𝐻𝑧. 
Other parameters employed for simulation are: 𝐶𝑄 = 2 𝑀𝐻𝑧, 𝜈𝐷 = 1 𝑘𝐻𝑧, 𝜈1𝑆 = 95 𝑘𝐻𝑧, 𝜈𝑅 =

60 𝑘𝐻𝑧,  𝛽 = 55°,  and  𝛾 = 0°. Second order quadrupolar interaction was set to zero. 
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